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Highlights from ATLAS: 
ATLASpdf21 fit



ATLASpdf21 overview
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• Key Highlights or Advancements with respect to previous ATLAS fits:

• multiple ATLAS datasets (7, 8 and 13 TeV) from LHC Runs 1 and 2
• careful study and application of experimental systematic correlations both within 

and between datasets – and information made public to the community
• consideration of theoretical scale uncertainties
• more flexible PDF parameterisation – resulting PDFs achieve good description of 

data routinely included in global fits but NOT in ATLASpdf21

• use of enhanced tolerance (T=√ΔX2=3) for realistic uncertainty estimates
• generally good agreement with other modern PDF sets, while achieving a better 

fit to the ATLAS measurements

• NEW from ATLAS: EPJC82 (2022) 5,438 (arXiv:2112.11266)

• ATLASpdf21 is a PDF fit to a diverse set of ATLAS datasets for which full 
information on correlated systematic uncertainties is provided, and NNLO 
QCD+NLO EW calculations are available

https://link.springer.com/article/10.1140/epjc/s10052-022-10217-z
https://arxiv.org/abs/2112.11266


ATLASpdf21 fit details
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• HERA I+II NC and CC DIS data remain the backbone of the fit, providing information 
across wide range of Q2 and x ( 10-4 ≤ x ≤ 0.4)

• LHC measurements provide valuable additional information:

• quark flavour separation
• gluon at high-x
• extra constraints on all PDFs at medium and high x 

The ATLASpdf21 fit
Ø ATLASpdf21 is a PDF fit to multiple ATLAS data sets

Ø DIS HERA data are the backbone of ATLAS PDF fits – HERA data provide 
constraints over a very wide range of ! and Q2

Ø LHC data provide additional constraints at medium and high-! and Q2

Ø All the fits performed using xFitter

Ø Fit to NNLO in QCD and NLO in EW achieved either by direct NNLO grids or by 
k-factor corrections - current ‘state of the art’
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ATLAS DRAFT

Table 1: Summary of all the ATLAS input data sets considered in the QCD fit.

Data set
p

s [TeV] Luminosity [fb�1] Decay channel Observables entering the fit
Inclusive W, Z/�⇤ [9] 7 4.6 e, µ combined ⌘l (W), yZ (Z)
Inclusive Z/�⇤ [13] 8 20.2 e, µ combined cos ✓ in bins of y`` ,M``

Inclusive W [12] 8 20.2 µ ⌘µ
W± + jets [23] 8 20.2 e pW

T
Z + jets [24] 8 20.2 e pjets

T in bins of |yjets |
tt̄ [25, 26] 8 20.2 lepton + jets, dilepton mt t̄ , ptT, yt t̄

tt̄ [15] 13 36 lepton + jets mt t̄ , ptT, yt , yt t̄
Inclusive isolated � [14] 8, 13 20.2, 3.2 - E�

T in bins of ⌘�
Inclusive jets [16–18] 7, 8, 13 4.5, 20.2, 3.2 - pT in bins of |yjets |

uncertainty due to the unfolding procedure is used as uncorrelated, both within and between these spectra.3229

As shown in Ref. [11], this a�ects the �2 of the fits to V + jets, but has little impact on the fitted PDFs.230

Similarly, the parton shower systematic uncertainty is decorrelated between the ptT and mt t̄ spectra in the tt̄231

lepton + jets channel, as done in Ref. [10] . It was established that this decorrelation has a minimal e�ect232

on the PDFs, while reducing the fit �2 to acceptable levels. This decorrelation and the aforementioned233

decorrelation of the unfolding systematic uncertainty in V + jet and inclusive jet data, can be justified234

because the systematic uncertainties concerned are evaluated from the di�erence of two Monte-Carlo235

estimates, and thus do not represent well behaved Gaussian uncertainties. Similar conclusions have been236

reached in a recent study by MMHT [29]. Thirdly, in the inclusive jet data at 8 TeV further decorrelations237

of such systematic uncertainties, derived from the di�erence of two Monte-Carlo estimates, are considered238

following Ref. [17]. The experimental systematics for the Jet Energy Scale such as the “Flavour Response”,239

“Multi-Jet Balance Fragmentation”, “Pile-up Rho Topology”, 4 and the Non-Perturbative Correction240

Uncertainty, are not considered completely correlated between all rapidity bins. Instead they are split241

into two or three components as a function of rapidity and pT as specfied in the various splitting options242

described in the Appendix of Ref. [17]. For the central fit, the preferred set of splitting options for R = 0.6243

is used, in which the JES “Flavour Response” is split into 3 components, see Table 6 of Ref. [17]. In the244

present paper this is called Decorrelation Scenario 2 and it is chosen because it is one of the two preferred245

options as determined in the analysis of Ref. [17].5 Alternative decorrelation scenarios are also considered246

in Section 5.3.1.247

Correlations of systematic uncertainties between data sets are explained below. The luminosity uncertainties248

are considered fully correlated for all data sets at the same centre-of-mass energy. For the data sets249

considered in this analysis systematic uncertainties involving electron and muon measurements are small250

(< 1%) whereas systematic uncertainties involving the jet measurements can be much larger (O(10%)).251

Moreover, the high precision inclusive W, Z/�⇤ di�erential cross section measurements at 7 TeV and the252

inclusive 8 TeV Z/�⇤ triple di�erential cross section measurements both had the electron and muon channel253

3 The two systematic uncertainties in each of the W + jets and Z + jets spectra related to unfolding (one related to the MC
modelling and one to the size of the data samples) are fully decorrelated between spectra and bins within a single spectrum as
they contain a large statistical component in both data sets owing to MC simulation statistics.

4 The “Flavour Response” is the systematic uncertainty due to the response di�erence between quark- and gluon-induced jets, the
“Multi-Jet Balance Fragmentation” represents the jet fragmentation uncertainty in the multijet balance and the “Pile-up Rho
Topology” takes into account the uncertainty in the density of pile-up activity in a given event ⇢.

5 Note that, since the present analysis uses NNLO predictions, rather than next-to-leading order (NLO) as used in Ref. [17],
decorrelations of the scale choice are not considered.
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• ATLASpdf21: uses a diverse set of ATLAS measurements with PDF sensitivity
• NNLO QCD + NLO EW fit, performed using xFitter and either NNLO grids or NLO grids + K-factors

https://www.xfitter.org/xFitter/


• gluon xg has extra negative term, giving extra flexibility 
at small x (mostly affects fit quality to HERA data)

ATLASpdf21 fit parameterisation
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• valence quark (xuv, xdv) and light anti-quark distributions (xubar, xdbar, xsbar):

Fit model
Ø PDF parametrisation:

!$ ! = &!" 1 − ! #) ! = &!" 1 − ! # 1 + +! + ,!$ + -!%
(with an extra negative term for the gluon −&&'!"

!" 1 − ! #"! )

Ø Constraints for the central fit from sum rules

Ø At .($ = 1.9 GeV2, we parametrise /0), /2), /30, /32, /4 and /5
Ø Central fits with 21 parameters with 6*(8+) = 0.118 (previous ATLAS fits with 15 

or 16 free parameters)

Ø )' ! = 1 + +' ! , ),# = 1 + +,#! + ,,-!$ and ).# = 1 + +.#!

Ø No constraints on the A and B parameters of the sea quarks, so no constraints 
on !;̅ − !<= or on !>̅/(!;̅ + !<=) as ! → 0 (either shape or normalisation)

Ø Model assumptions:
Ø heavy quark masses – mc = 1.41 GeV and mb = 4.2 GeV
Ø ./01$ (10 GeV2) cut off for inclusion of data in the fit
Ø Starting scale .($
Ø mtop = 173.3 GeV
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• PDFs parameterised at 

• constraints from number and momentum sum rules fix normalisation (A) parameters for 
valence quarks and gluon

• all other A, B, C (except C’g=25) are free – notably, no constraints on A or B of sea quarks,  
so NO normalisation or shape constraints on                  or                            as x ⟶ 0

• D, E, F added until no further significant improvement in X2 – adds 4 parameters (Dg, Euv, Duv, Ddv)

• –➤ results in 21 free parameter fit  ( with 𝝰s(MZ) = 0.118 )
• (other parameters Fuv, Ddbar, are considered as part of the parameterisation uncertainty – these are the only 

further D,E,F that give visible change in PDFs, though no significant improvement in X2)

Fit model
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• check using Chebyshev polynomials also performed – 21 parameter fit showed no 
improvement in X2 and PDF shapes compatible within uncertainties of normal polynomial fit



correlation of systematic uncertainties
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• entries in same row are considered 100% correlated for central fit

• additionally, different degrees of correlation are studied for inclusive jet data, 
since different choice of jet radius (R=0.6) cf. V+Jet and ttbar (R=0.4) 

• exact degree of correlation for inclusive jet data does not change resulting PDFs

Correlation between various data sets
Ø Possible correlation between the ATLAS data sets carefully investigated

Ø Entries in the same raw taken 100%-correlated for V+jets and BB̅+jets (R=0.4)

Ø Different degrees of correlation are considered of the inclusive jet data 
(R=0.6), because of the differing choice of the jet radius wrt V+jets and C ̅C+jets

Ø Exact degree of correlation to the inclusive jet data does not change the 
resulting PDFs 
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NOVELTY!

Table 2: Systematic uncertainties that are correlated between the ,+ jets data at 8 TeV, / + jets data at 8 TeV, CC̄
lepton + jets data at 8 TeV, CC̄ lepton + jets data at 13 TeV and inclusive jets data at 8 and 13 TeV are listed. The
names of the systematic uncertainties are those found in the HEPData entries [31]. Entries in the same row are taken
as 100% correlated for the ++ jets and CC̄ lepton + jets data, which all have jet radius ' = 0.4. Di�erent degrees of
correlation are considered for the inclusive jet data at ' = 0.6, because of the di�ering choice of jet radius. Where
entries are omitted, that systematic uncertainty does not exist for that data set (denoted by ‘-’). The luminosity
uncertainty of data sets at the same centre-of-mass energy are also fully correlated. The JES ‘Flavour Response’ and
JES ‘Pile-up Rho topology’ are considered fully correlated with other data sets only for cross-checks. They are not
correlated for the central fit because they are part of the Decorrelation Scenario 2 which is applied to the inclusive jet
measurements, as explained in the text. For this reason they are marked with the symbol ⇤.

Systematic uncertainty 8 TeV , + jets 8 TeV / + jets 8 TeV C C̄ lepton + jets 13 TeV C C̄ lepton + jets 8 TeV inclusive jets
Jet flavour response JetScaleFlav2 Flavor Response flavres-jes JET29NP JET Flavour Response syst JES Flavour Response⇤

Jet flavour composition JetScaleFlav1Known Flavor Comp flavcomp-jes JET29NP JET Flavour Composition syst JES Flavour Comp
Jet punchthrough JetScalepunchT Punch Through punch-jes - syst JES PunchThrough MC15

Jet scale

JetScalePileup2 PU O�setMu pileo�mu-jes - syst JES Pileup MuO�set
- PU Rho pileo�rho-jes JET29NP JET Pileup RhoTopology syst JES Pileup Rho topology⇤

JetScalePileup1 PU O�setNPV pileo�npv-jes JET29NP JET Pileup O�setNPV syst JES Pileup NPVO�set
- PU PtTerm pileo�pt-jes JET29NP JET Pileup PtTerm syst JES Pileup Pt term

Jet JVF selection JetJVFcut JVF jetvxfrac - syst JES Zjets JVF
B-tagged jet scale - btag-jes JET29NP JET BJES Response - -
Jet resolution - jeten-res JET JER SINGLE NP - -
Muon scale - - mup-scale MUON SCALE -
Muon resolution - - muonms-res MUON MS -
Muon identification - - muid-res MUON ID -
Diboson cross section - - dibos-xsec Diboson xsec -
/ + jets cross section - - zjet-xsec Zjets xsec -
Single-C cross section - - singletop-xsec st xsec -

uncertainties may not be fully correlated. Checks were made using 100% correlation and no correlation,
yielding little di�erence between the resultant PDFs. For the central fit a correlation of 100% is used.

The systematic uncertainties of the inclusive jet data at di�erent beam energies are correlated with each
other, but understanding these correlations in detail is non-trivial. In the present study, these data sets are
fitted separately and results are compared. As already stated the data at 8 TeV are used for the central fit.

The measurement of the direct-photon production ratio already considered correlations between the data at
8 TeV and 13 TeV. The photon energy scale is the largest correlated systematic uncertainty between the
two measurements. There are no further important correlations with the other data sets. The luminosity
uncertainties of the data at 8 TeV and 13 TeV are not combined for the present study. Instead, the 8 TeV
luminosity is correlated with that of the other 8 TeV data sets and the 13 TeV luminosity is correlated with
that of the other 13 TeV data sets.

10

• correlation between different ATLAS datasets carefully studied



• focus on LHC scales and medium-x relevant for Higgs, W, Z

impact of correlations between datasets
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Figure 4: Ratios of ATLASpdf21 PDFs extracted from a fit including correlations of systematic uncertainties between
data sets to those extracted from a fit in which only the luminosity uncertainties for each centre-of-mass energy are
correlated between data sets, at scale &2 = 10 000 GeV2. Only experimental uncertainties are shown, evaluated with
tolerance ) = 1. Left: GB. Right: G6.
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Figure 3: Ratios of ATLASpdf21 PDFs extracted from a fit including correlations of systematic uncertainties between
data sets to those extracted from a fit in which only the luminosity uncertainties for each centre-of-mass energy are
correlated between data sets, at scale &2 = 10 000 GeV2. Only experimental uncertainties are shown, evaluated with
tolerance ) = 1. Top left: GDE . Top right: G3E . Bottom left: GD̄. Bottom right: G3̄.
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gluon d-valence dbar

• impact on PDFs generally small, but can be large in d-type quark sector

• goal is 𝓞(1%) PDF precision to detect subtle BSM effects in SM precision measurements, 

EG. MW, sin2𝚹W –➤ properly accounting for correlations can be important

(exp. only

ΔX2=1)

⟟BLUE: systematic correlations between V+jets, ttbar (l+j) and inclusive jets not applied, with exception of luminosity



scale uncertainties
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• experimental uncertainties are comparable to scale uncertainties for inclusive W, Z at 
√s=7 and 8 TeV ⇾ include as theoretical uncertainties in ATLASpdf21 fit

• PDF shape differences generally small, but can matter for 𝓞(1%) precision 
• –➤ scale uncertainties can be important
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Figure 26: ATLASpdf21, showing the ratios of a fit not including theoret- ical scale uncertainties in the inclusive W,
Z data to the central fit which does include these uncertainties, at the scale &2 = 10 000 GeV2. Also shown is the
result of a fit in which the scale uncertainties are applied but not correlated between the 7 and 8 TeV data. All three
fits are shown with just experimental uncertainties, evaluated with tolerance ) = 1. Top left: GDE . Top right: G3E .
Middle left: GD̄. Middle right: G3̄. Bottom left: GB. Bottom right: G6.
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Figure 26: ATLASpdf21, showing the ratios of a fit not including theoret- ical scale uncertainties in the inclusive W,
Z data to the central fit which does include these uncertainties, at the scale &2 = 10 000 GeV2. Also shown is the
result of a fit in which the scale uncertainties are applied but not correlated between the 7 and 8 TeV data. All three
fits are shown with just experimental uncertainties, evaluated with tolerance ) = 1. Top left: GDE . Top right: G3E .
Middle left: GD̄. Middle right: G3̄. Bottom left: GB. Bottom right: G6.
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Figure 26: ATLASpdf21, showing the ratios of a fit not including theoret- ical scale uncertainties in the inclusive W,
Z data to the central fit which does include these uncertainties, at the scale &2 = 10 000 GeV2. Also shown is the
result of a fit in which the scale uncertainties are applied but not correlated between the 7 and 8 TeV data. All three
fits are shown with just experimental uncertainties, evaluated with tolerance ) = 1. Top left: GDE . Top right: G3E .
Middle left: GD̄. Middle right: G3̄. Bottom left: GB. Bottom right: G6.
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gluon d-valence dbar

(ΔX2=1)• impact of including scale uncertainties for inclusive W, Z

⟟GREEN: scale uncertainties included but not correlated between √s=7 and 8 TeV

(exp. only

ΔX2=1)



impact of various datasets: vector boson

8

• without ATLAS inclusive vector boson, ratio of                                              
strange to light quarks, Rs, is poorly determined

• substantial impact also on valence quark and gluon uncertainties   ↟

 x  
3−10 2−10 1−10

)2
)(x

,Q
d+u

)/x
(

s
 x

(s
+

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8
ATLAS

No 7, 8 TeV W, Z

ATLASpdf21, T=1

Q2 = 1.9 GeV2

 x  
3−10 2−10 1−10

)2
)(x

,Q
d+u

)/x
(

s
 x

(s
+

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8
Q2 = 1.9 GeV2

No 8 TeV W, Z

ATLAS

ATLASpdf21, T=1

Figure 5: The PDF ratio 'B = G(B + B̄)/G(D̄ + 3̄) from ATLASpdf21 compared with 'B for fits not including some of
the , , / data sets. Only experimental uncertainties are shown, evaluated with tolerance ) = 1. Left: not including
, , / data at both 7 and 8 TeV. Right: not including , , / data at 8 TeV.

5.2 Impact of each data set

In this section the impact of each data set is considered. Only experimental uncertainties with tolerance
) = 1 are shown for these comparisons. Full uncertainties including model and parameterisation variations
are considered for the ATLASpdf21 fit in Section 5.3.

5.2.1 Impact of ], ` inclusive data

Figure 5 shows the ratio 'B for the ATLASpdf21 fit and compared with a fit in which the inclusive , , /

data at 7 and 8 TeV are removed (left-hand plot), as well as to a fit in which only , , / data at 8 TeV are
removed (right-hand plot). It is clear that without , , / inclusive data the ratio 'B cannot be determined
reliably. Once , , / data at 7 TeV are input the determination improves considerably, but the inclusive
, , / data at 8 TeV still add information.

In contrast, the valence and gluon PDFs are still reasonably well determined without any , , / data but the
input of these data decreases their uncertainties significantly, as illustrated for the G3E and G6 PDFs on
the left-hand side of Figure 6. On the right-hand side of Figure 6 the decrease in the uncertainties of the
G3E and G6 PDFs from removing only the , , / data taken at 8 TeV is illustrated, showing that the major
decrease comes from retaining the , , / data taken at 7 TeV.

However, the , , / data taken at 8 TeV have a major role to play in ensuring that GD̄ ⇠ G3̄ holds at low G,
even though this constraint is not imposed. Without them, one observes G3̄ < GD̄ at low G, as seen in
Figure 7. These data also somewhat reduce the low-G strange distribution and harden the high-G strange
distribution, while softening the high-G G3̄ distribution, as also shown in Figure 7.
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Figure 6: Relative uncertainties in ATLASpdf21 G3E and G6 compared with fits not including some of the , , / data
sets. Only experimental uncertainties are shown, evaluated with tolerance ) = 1. Top: G3E uncertainties, (left) not
including inclusive , , / data at both 7 and 8 TeV, (right) not including inclusive , , / data at 8 TeV. Bottom: G6
uncertainties, (left) not including inclusive , , / data at both 7 and 8 TeV, (right) not including inclusive , , / data at
8 TeV.

There is mild tension between the , , / data at 8 TeV and the , , / data at 7 TeV. The partial j2/NDP for
the , , / data at 7 TeV decreases from 68/55 to 50/55 if the , , / data at 8 TeV are excluded from the
fit, and the partial j2/NDP for the , , / data at 8 TeV decreases from 239/206 to 222/206 if the , , /

data at 7 TeV are excluded from the fit. These increases in j
2 are most pronounced for the 7 TeV c-c

data around the / mass-peak (66–116 GeV) and for the mass bins around the / peak in 8 TeV data. As
already remarked, theoretical scale uncertainties for , , / data at both 7 and 8 TeV are added to the fit
uncertainties. If these uncertainties are not added the tension between , , / data at 7 and 8 TeV increases.
The partial j2/NDP for , , / data at 7 TeV increases to 80/55 and the partial j2/NDP for , , / data at
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Figure 6: Relative uncertainties in ATLASpdf21 G3E and G6 compared with fits not including some of the , , / data
sets. Only experimental uncertainties are shown, evaluated with tolerance ) = 1. Top: G3E uncertainties, (left) not
including inclusive , , / data at both 7 and 8 TeV, (right) not including inclusive , , / data at 8 TeV. Bottom: G6
uncertainties, (left) not including inclusive , , / data at both 7 and 8 TeV, (right) not including inclusive , , / data at
8 TeV.

There is mild tension between the , , / data at 8 TeV and the , , / data at 7 TeV. The partial j2/NDP for
the , , / data at 7 TeV decreases from 68/55 to 50/55 if the , , / data at 8 TeV are excluded from the
fit, and the partial j2/NDP for the , , / data at 8 TeV decreases from 239/206 to 222/206 if the , , /

data at 7 TeV are excluded from the fit. These increases in j
2 are most pronounced for the 7 TeV c-c

data around the / mass-peak (66–116 GeV) and for the mass bins around the / peak in 8 TeV data. As
already remarked, theoretical scale uncertainties for , , / data at both 7 and 8 TeV are added to the fit
uncertainties. If these uncertainties are not added the tension between , , / data at 7 and 8 TeV increases.
The partial j2/NDP for , , / data at 7 TeV increases to 80/55 and the partial j2/NDP for , , / data at
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• impact of ATLAS inclusive W and Z:

Rs

d-valence

gluon

(exp. only, ΔX2=1)
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Figure 7: ATLASpdf21 PDFs compared with those from a fit not including the, , / data at 8 TeV. Only experimental
uncertainties are shown, evaluated with tolerance ) = 1. Top left: GD̄. Top right: G3̄. Bottom: GB̄.
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Figure 7: ATLASpdf21 PDFs compared with those from a fit not including the, , / data at 8 TeV. Only experimental
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impact of various datasets: vector boson

9

• while √s=7 TeV have the larger impact on uncertainties, 
√s= 8 TeV also have influence:

• … they prefer slightly lower Rs at small x  ↟
• and also play a role in dbar ~ ubar at small x  ↠
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Figure 5: The PDF ratio 'B = G(B + B̄)/G(D̄ + 3̄) from ATLASpdf21 compared with 'B for fits not including some of
the , , / data sets. Only experimental uncertainties are shown, evaluated with tolerance ) = 1. Left: not including
, , / data at both 7 and 8 TeV. Right: not including , , / data at 8 TeV.

5.2 Impact of each data set

In this section the impact of each data set is considered. Only experimental uncertainties with tolerance
) = 1 are shown for these comparisons. Full uncertainties including model and parameterisation variations
are considered for the ATLASpdf21 fit in Section 5.3.

5.2.1 Impact of ], ` inclusive data

Figure 5 shows the ratio 'B for the ATLASpdf21 fit and compared with a fit in which the inclusive , , /

data at 7 and 8 TeV are removed (left-hand plot), as well as to a fit in which only , , / data at 8 TeV are
removed (right-hand plot). It is clear that without , , / inclusive data the ratio 'B cannot be determined
reliably. Once , , / data at 7 TeV are input the determination improves considerably, but the inclusive
, , / data at 8 TeV still add information.

In contrast, the valence and gluon PDFs are still reasonably well determined without any , , / data but the
input of these data decreases their uncertainties significantly, as illustrated for the G3E and G6 PDFs on
the left-hand side of Figure 6. On the right-hand side of Figure 6 the decrease in the uncertainties of the
G3E and G6 PDFs from removing only the , , / data taken at 8 TeV is illustrated, showing that the major
decrease comes from retaining the , , / data taken at 7 TeV.

However, the , , / data taken at 8 TeV have a major role to play in ensuring that GD̄ ⇠ G3̄ holds at low G,
even though this constraint is not imposed. Without them, one observes G3̄ < GD̄ at low G, as seen in
Figure 7. These data also somewhat reduce the low-G strange distribution and harden the high-G strange
distribution, while softening the high-G G3̄ distribution, as also shown in Figure 7.
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• impact of ATLAS inclusive W and Z:

Rs

ubar
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Figure 5: The PDF ratio 'B = G(B + B̄)/G(D̄ + 3̄) from ATLASpdf21 compared with 'B for fits not including some of
the , , / data sets. Only experimental uncertainties are shown, evaluated with tolerance ) = 1. Left: not including
, , / data at both 7 and 8 TeV. Right: not including , , / data at 8 TeV.

5.2 Impact of each data set

In this section the impact of each data set is considered. Only experimental uncertainties with tolerance
) = 1 are shown for these comparisons. Full uncertainties including model and parameterisation variations
are considered for the ATLASpdf21 fit in Section 5.3.

5.2.1 Impact of ], ` inclusive data

Figure 5 shows the ratio 'B for the ATLASpdf21 fit and compared with a fit in which the inclusive , , /

data at 7 and 8 TeV are removed (left-hand plot), as well as to a fit in which only , , / data at 8 TeV are
removed (right-hand plot). It is clear that without , , / inclusive data the ratio 'B cannot be determined
reliably. Once , , / data at 7 TeV are input the determination improves considerably, but the inclusive
, , / data at 8 TeV still add information.

In contrast, the valence and gluon PDFs are still reasonably well determined without any , , / data but the
input of these data decreases their uncertainties significantly, as illustrated for the G3E and G6 PDFs on
the left-hand side of Figure 6. On the right-hand side of Figure 6 the decrease in the uncertainties of the
G3E and G6 PDFs from removing only the , , / data taken at 8 TeV is illustrated, showing that the major
decrease comes from retaining the , , / data taken at 7 TeV.

However, the , , / data taken at 8 TeV have a major role to play in ensuring that GD̄ ⇠ G3̄ holds at low G,
even though this constraint is not imposed. Without them, one observes G3̄ < GD̄ at low G, as seen in
Figure 7. These data also somewhat reduce the low-G strange distribution and harden the high-G strange
distribution, while softening the high-G G3̄ distribution, as also shown in Figure 7.

24

(exp. only, ΔX2=1)

dbar



impact of various datasets: V+Jets

10

• ATLAS V+jet data leads to 
increase in dbar and 
decrease in sbar at medium 
to high x (sum constrained 
by HERA)

• … with consequent impact 
on Rs and (dbar–ubar)

• change looks large since 
V+Jets resolves a double 
minimum; rest of the data 
are almost equally happy 
with BLUE or RED PDFs 

( NB, only experimental uncertainties are

shown here; with total uncertainties l 
included,,BLUE is compatible with RED, l 
since some parameterisation variations for 
BLUE fall into SAME MINIMUM as RED )

• impact of ATLAS V+Jets data:
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Figure 8: ATLASpdf21 PDFs compared with those from a fit not including ++ jets data. Only experimental
uncertainties are shown, evaluated with tolerance ) = 1. Top left: G3̄. Top right: GB̄. Bottom left: 'B . Bottom right:
G(3̄ � D̄).
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dbar sbar

Rs dbar–ubar

(exp. only, ΔX2=1)
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Figure 11: ATLASpdf21 G6 PDF compared with G6 for fits not including various data sets. Only experimental
uncertainties are shown, evaluated with tolerance ) = 1. Left: not including the direct-photon production ratio data
taken at 13 and 8 TeV. Right: not including inclusive jet data at 8 TeV.

13 TeV (left) or only the CC̄ data at 8 TeV (right). It is clear that the data at 8 TeV have the stronger impact
on the shape of the G6 PDF but both data sets contribute to a modest reduction in the uncertainties.

5.2.4 Impact of photon data and inclusive jet data

There is little impact from the addition of the direct-photon production ratio data apart from a marginal
softening of the high-G gluon distribution as shown in Figure 11 (left). However, it is notable that these
data can now be well fitted at NNLO in QCD, given that they have been excluded from PDF fits for the last
20 years because of poor fits to lower-energy data [60, 75]. There is minimal tension with other data sets.

The principal impact of the inclusive jet data is on the gluon PDF. The main e�ect is a considerable
decrease in high-G gluon uncertainties, with a mild hardening of the gluon PDF at high G, as shown in
Figure 11 (right). There is minimal tension with other data sets. As explained earlier in Section 2, the
central ATLASpdf21 fit includes only the inclusive jet data at 8 TeV, with ' = 0.6. The full uncertainties
of the fit, see Section 5.3.1, include the di�erence between the choices ' = 0.6 and ' = 0.4. The impact of
using inclusive jet data at 7 TeV and at 13 TeV, instead of at 8 TeV, is explored in Appendix B.

5.3 Model, theoretical and parameterisation uncertainties

The consideration of additional uncertainties a�ecting the PDFs is presented in this section. These are
classified and labeled here as either model, theoretical or parameterisation uncertainties.
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Figure 11: ATLASpdf21 G6 PDF compared with G6 for fits not including various data sets. Only experimental
uncertainties are shown, evaluated with tolerance ) = 1. Left: not including the direct-photon production ratio data
taken at 13 and 8 TeV. Right: not including inclusive jet data at 8 TeV.

13 TeV (left) or only the CC̄ data at 8 TeV (right). It is clear that the data at 8 TeV have the stronger impact
on the shape of the G6 PDF but both data sets contribute to a modest reduction in the uncertainties.

5.2.4 Impact of photon data and inclusive jet data

There is little impact from the addition of the direct-photon production ratio data apart from a marginal
softening of the high-G gluon distribution as shown in Figure 11 (left). However, it is notable that these
data can now be well fitted at NNLO in QCD, given that they have been excluded from PDF fits for the last
20 years because of poor fits to lower-energy data [60, 75]. There is minimal tension with other data sets.

The principal impact of the inclusive jet data is on the gluon PDF. The main e�ect is a considerable
decrease in high-G gluon uncertainties, with a mild hardening of the gluon PDF at high G, as shown in
Figure 11 (right). There is minimal tension with other data sets. As explained earlier in Section 2, the
central ATLASpdf21 fit includes only the inclusive jet data at 8 TeV, with ' = 0.6. The full uncertainties
of the fit, see Section 5.3.1, include the di�erence between the choices ' = 0.6 and ' = 0.4. The impact of
using inclusive jet data at 7 TeV and at 13 TeV, instead of at 8 TeV, is explored in Appendix B.

5.3 Model, theoretical and parameterisation uncertainties

The consideration of additional uncertainties a�ecting the PDFs is presented in this section. These are
classified and labeled here as either model, theoretical or parameterisation uncertainties.
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impact of various datasets: ttbar, 𝝲 , jet

11

• impact primarily on high x gluon – note slight pulls on shape (BLUE to RED)
• visible decrease in uncertainties from inclusive jet cross section data

• impact of ATLAS ttbar, direct-𝝲 and inclusive jet data:
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Figure 10: ATLASpdf21 G6 PDF compared with G6 for a fit not including various CC̄ data sets. Only experimental
uncertainties are shown, evaluated with tolerance ) = 1. Top left: the shape ratio to a fit not including CC̄ data at 8
and 13 TeV. Top right: the ratio to a fit not including CC̄ data at 8 and 13 TeV for which both distributions are centred
on unity. Bottom left: the shape ratio to a fit not including CC̄ data at 13 TeV. Bottom right: the shape ratio to a fit not
including CC̄ data at 8 TeV.

5.2.3 Impact of t t̄ data

The impact of the CC̄ data is shown in the top half of Figure 10. The high-G gluon distribution is
mildly softened when the CC̄ data are added to the fit. This e�ect is opposite to the one observed in the
ATLASepWZtop18 fit. This is because more data which harden the gluon PDF, in particular the ++ jets
and inclusive jet data, are included in the present fit. The more significant e�ect is in the uncertainties of
the high-G gluon distribution, which are reduced. There is no significant tension between the CC̄ data and
the other data in the fit. Figure 10 (bottom half) also shows the impact of removing only the CC̄ data at
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model and parameterisation uncertainties
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T (default). Uncertainties of the central fit are experimental, evaluated with
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Table 7: Total j2/NDF for each model and parameterisation variation considered for the ATLASpdf21 PDF fit. The
notation ‘(sym)’ indicates that the upward and downward model variations have been symmetrised.

Central j2/NDF 2010/1620
Model variations

&
2
min = 12.5 GeV2 1947/1571

&
2
min = 7.5 GeV2 2076/1660

<2 = 1.45 GeV (sym) 2025/1620
&

2
0 = 1.6 GeV2 (sym) 2018/1620

<1 = 4.3 GeV 2016/1620
<1 = 4.1 GeV 2014/1620
<C = 175.0 GeV 2063/1620
<C = 172.5 GeV 2018/1620
' = 0.4 2080/1620

Parameter variations
�DE , ⇡

3̄
2007/1620

lower than that for smoothed  -factors because the statistical uncertainties of the unsmoothed  -factors
are ⇠1%. However, the resulting PDFs are very similar to those obtained using smoothed  -factors.
Since none of the scale variation e�ects produced significant changes in the PDFs, no further theoretical
uncertainty is added for this source.

Thus the theoretical uncertainties considered so far are either already included in the experimental
uncertainties of the fit, or they are negligible. It should be noted that the data are also sensitive to the value
of Us(</ ), which a�ects the shape of the gluon PDF. The correlation between Us(</ ) and the gluon PDF
shape is specified by the DGLAP formalism. A determination of Us(</ ) is beyond the scope of the current
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Figure 14: Impact of adding �DE and ⇡
3̄

as free parameters on the valence PDFs in comparison with the central
ATLASpdf21 21-parameter fit. Uncertainties of the central fit are experimental, evaluated with tolerance ) = 1. Top
left: GDE . Top right: G3E . Bottom left: GD̄. Bottom right: G3̄.

paper, since a correct NNLO treatment requires variation of the  -factor calculations with Us(</ ), or
direct NNLO grids for all processes. This is left for future work. The conventional value Us(</ ) = 0.118
is used, in line with the value used by the global fitting groups, CT [76], MSHT [77] and NNPDF [78].

5.3.2 Parameterisation uncertainties

The optimal number of parameters was determined by ‘saturation’ of the j2 as explained in Section 4.
However, the e�ect on the PDFs of adding extra parameters is investigated. Although there is no significant
further decrease in j2, some small shape changes are observed when adding an �DE term to the D-valence
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Figure 14: Impact of adding �DE and ⇡
3̄

as free parameters on the valence PDFs in comparison with the central
ATLASpdf21 21-parameter fit. Uncertainties of the central fit are experimental, evaluated with tolerance ) = 1. Top
left: GDE . Top right: G3E . Bottom left: GD̄. Bottom right: G3̄.

paper, since a correct NNLO treatment requires variation of the  -factor calculations with Us(</ ), or
direct NNLO grids for all processes. This is left for future work. The conventional value Us(</ ) = 0.118
is used, in line with the value used by the global fitting groups, CT [76], MSHT [77] and NNPDF [78].

5.3.2 Parameterisation uncertainties

The optimal number of parameters was determined by ‘saturation’ of the j2 as explained in Section 4.
However, the e�ect on the PDFs of adding extra parameters is investigated. Although there is no significant
further decrease in j2, some small shape changes are observed when adding an �DE term to the D-valence
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Figure 17: ATLASpdf21 PDFs showing experimental uncertainties evaluated with ) = 1 (red), model (yellow) and
parameterisation (green) uncertainties. Experimental, model and parameterisation uncertainties are cumulative. Top
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ATLASpdf21 results

13

• … gluon is the most sensitive PDF to model uncertainties
• parameterisation uncertainties enter through momentum sum rule

• as expected, gluon well-determined for 0.01 < x < 0.3, but not at low or high x

gluon

• combining uncertainties:
• model uncertainties added together 

in quadrature and parameterisation
taken as envelope of deviation from 
central fit-– both are then added in 
quadrature with experimental 
uncertainties

• NB, scale uncertainties are treated as

additional correlated uncertainties, on 
same footing as other systematics ⟶ appear 
as part of the experimental uncertainty
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Figure 16: ATLASpdf21 PDFs showing experimental uncertainties evaluated with ) = 1 (red), model (yellow) and
parameterisation (green) uncertainties. Experimental, model and parameterisation uncertainties are cumulative. Top
left: GDE . Top right: G3E . Bottom left: GD̄. Bottom right: G3̄. The lower panels illustrate the fractional uncertainties.
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ATLASpdf21 results

14

• as expected, u-quarks more precisely determined than d-quarks
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Figure 17: ATLASpdf21 PDFs showing experimental uncertainties evaluated with ) = 1 (red), model (yellow) and
parameterisation (green) uncertainties. Experimental, model and parameterisation uncertainties are cumulative. Top
left: GB̄. Top right: G6. Bottom: G3̄ � GD̄. The lower panels illustrate the fractional uncertainties.
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• … at small x, dbar ~ ubar, though this constraint is NOT imposed by the fit
• dbar–ubar positive at large x, consistent with E866 and E906 / Seaquest

dbar–ubar



ATLASpdf21: not quite so strange?
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Figure 18: ATLASpdf21 'B distribution showing experimental uncertainties evaluated with ) = 1 (red), model
(yellow) and parameterisation (green) uncertainties. Experimental, model and parameterisation uncertainties are
cumulative. The lower panel illustrates the fractional uncertainties.
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Figure 18: ATLASpdf21 'B distribution showing experimental uncertainties evaluated with ) = 1 (red), model
(yellow) and parameterisation (green) uncertainties. Experimental, model and parameterisation uncertainties are
cumulative. The lower panel illustrates the fractional uncertainties.
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• ATLAS: Rs, at low scale and small x, moves from ≈ 1 in previous fits ⇾ 0.8 in ATLASpdf21 
• arises from ATLAS V+Jets and √s=8 TeV W, Z, and increased flexibility of small-x parameterisation

• MSHT, CT and NNPDF Rs increases from 0.5 ⇾ 0.8, when including ATLAS √s=7 TeV
inclusive W, Z

↑

Rs = strange / light-quarks
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strangeness content of proton

17

Rs = strange / light-quarks

• comparison of Rs at scale MW with CMS, CT18 and MSHT20:
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• traditionally, ATLAS have considered only conventional T2=ΔX2=1 for 68% CL
• with multiple datasets now included, we consider enhanced tolerances,   

following MSHT dynamic tolerance procedure, first introduced in MSTW 
–➤ choice of T=√ΔX2=3 such that all datasets fitted within their 68% CL for all eigenvectors
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u-valence gluon
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CT18A, MSHT20 shown as a ratio with each distribution centred on unity. Top left: GDE . Top right: G3E . Middle
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X2 tolerance and cf. global PDFs

19

• ATLASpdf21 uncertainties competitive with global PDFs for small and medium x
• ATLAS PDF uncertainties expected to be larger than global PDFs at large x, since 

fewer constraining datasets – global PDFs use older fixed target DIS and Drell-Yan, plus Tevatron

• ATLAS data able to replicate many features of those other datasets, but with more 
understanding and control over systematic uncertainties and their correlations –➤

dbar

u-valence gluon



ATLASpdf21 vs. Tevatron and E866
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Figure 39: The di�erential cross-section measurements of (left) / , (right) , (electron decay channel) and (bottom) ,
(muon decay channel) in Refs. [90–92] (black points) as a function of the absolute rapidity of the / boson or absolute
pseudorapidity of the decay lepton. The bin-to-bin uncorrelated part of the data uncertainties is shown as black error
bars, while the total uncertainties are shown as a yellow band. The cross sections are compared with the predictions
computed with the PDFs resulting from the ATLASpdf21 fit. The solid line shows the predictions without shifts of
the systematic uncertainties, while for the dashed line the 1 9 parameters associated with the experimental systematic
uncertainties as shown in Eq. (1) are allowed to vary to minimise the j

2. The red band represents the full uncertainty
(experimental (evaluated with ) = 3) + model + parameterisation) of the fit prediction.
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pseudorapidity of the decay lepton. The bin-to-bin uncorrelated part of the data uncertainties is shown as black error
bars, while the total uncertainties are shown as a yellow band. The cross sections are compared with the predictions
computed with the PDFs resulting from the ATLASpdf21 fit. The solid line shows the predictions without shifts of
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2. The red band represents the full uncertainty
(experimental (evaluated with ) = 3) + model + parameterisation) of the fit prediction.
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(muon decay channel) in Refs. [90–92] (black points) as a function of the absolute rapidity of the / boson or absolute
pseudorapidity of the decay lepton. The bin-to-bin uncorrelated part of the data uncertainties is shown as black error
bars, while the total uncertainties are shown as a yellow band. The cross sections are compared with the predictions
computed with the PDFs resulting from the ATLASpdf21 fit. The solid line shows the predictions without shifts of
the systematic uncertainties, while for the dashed line the 1 9 parameters associated with the experimental systematic
uncertainties as shown in Eq. (1) are allowed to vary to minimise the j

2. The red band represents the full uncertainty
(experimental (evaluated with ) = 3) + model + parameterisation) of the fit prediction.
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Figure 40: f?⇡/2f?? from Ref. [93] (black points) in the (top left) low-mass, (top right) intermediate-mass and
(bottom) high-mass regions as a function of G2. The bin-to-bin uncorrelated part of the data uncertainties is shown as
black error bars, while the total uncertainties are shown as a yellow band. The cross sections are compared with the
predictions computed with the PDFs resulting from the ATLASpdf21 fit. The solid line shows the predictions without
shifts of the systematic uncertainties, while for the dashed line the 1 9 parameters associated with the experimental
systematic uncertainties as shown in Eq. (1) are allowed to vary to minimise the j

2. The red band represents the full
uncertainty (experimental (evaluated with ) = 3) + model + parameterisation) of the fit prediction.
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Figure 40: f?⇡/2f?? from Ref. [93] (black points) in the (top left) low-mass, (top right) intermediate-mass and
(bottom) high-mass regions as a function of G2. The bin-to-bin uncorrelated part of the data uncertainties is shown as
black error bars, while the total uncertainties are shown as a yellow band. The cross sections are compared with the
predictions computed with the PDFs resulting from the ATLASpdf21 fit. The solid line shows the predictions without
shifts of the systematic uncertainties, while for the dashed line the 1 9 parameters associated with the experimental
systematic uncertainties as shown in Eq. (1) are allowed to vary to minimise the j

2. The red band represents the full
uncertainty (experimental (evaluated with ) = 3) + model + parameterisation) of the fit prediction.
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Figure 40: f?⇡/2f?? from Ref. [93] (black points) in the (top left) low-mass, (top right) intermediate-mass and
(bottom) high-mass regions as a function of G2. The bin-to-bin uncorrelated part of the data uncertainties is shown as
black error bars, while the total uncertainties are shown as a yellow band. The cross sections are compared with the
predictions computed with the PDFs resulting from the ATLASpdf21 fit. The solid line shows the predictions without
shifts of the systematic uncertainties, while for the dashed line the 1 9 parameters associated with the experimental
systematic uncertainties as shown in Eq. (1) are allowed to vary to minimise the j

2. The red band represents the full
uncertainty (experimental (evaluated with ) = 3) + model + parameterisation) of the fit prediction.
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• Tevatron inclusive W, Z: 

22/28 25/13 13/10

10/10 14/14 22/15

• E866 pp, pD Drell-Yan: 

(T=3 bands shown)
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21

• … ATLASpdf21 in good agreement with the recent SeaQuest/E906 result 
(ΔX2=1 shown)

• SeaQuest/E906 dbar/ubar ratio:
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Figure 21: ATLASpdf21 GDE and G3E distributions with full uncertainties (experimental ) = 3, model, parameterisa-
tion) compared with other PDFs. Left: CT18, CT18A, HERAPDF2.0. Right: MSHT20, NNPDF3.1, ABMP16.
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Figure 21: ATLASpdf21 GDE and G3E distributions with full uncertainties (experimental ) = 3, model, parameterisa-
tion) compared with other PDFs. Left: CT18, CT18A, HERAPDF2.0. Right: MSHT20, NNPDF3.1, ABMP16.
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Figure 22: ATLASpdf21 GD̄, G3̄ and G(3̄ � D̄) distributions with full uncertainties (experimental ) = 3, model,
parameterisation) compared with other PDFs. Left: CT18, CT18A, HERAPDF2.0. Right: MSHT20, NNPDF3.1,
ABMP16.
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Figure 22: ATLASpdf21 GD̄, G3̄ and G(3̄ � D̄) distributions with full uncertainties (experimental ) = 3, model,
parameterisation) compared with other PDFs. Left: CT18, CT18A, HERAPDF2.0. Right: MSHT20, NNPDF3.1,
ABMP16.
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Figure 22: ATLASpdf21 GD̄, G3̄ and G(3̄ � D̄) distributions with full uncertainties (experimental ) = 3, model,
parameterisation) compared with other PDFs. Left: CT18, CT18A, HERAPDF2.0. Right: MSHT20, NNPDF3.1,
ABMP16.
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Figure 22: ATLASpdf21 GD̄, G3̄ and G(3̄ � D̄) distributions with full uncertainties (experimental ) = 3, model,
parameterisation) compared with other PDFs. Left: CT18, CT18A, HERAPDF2.0. Right: MSHT20, NNPDF3.1,
ABMP16.
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dbar ubard-valence

• ATLASpdf21 agrees with other PDFs as well as they agree with each other!
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• ATLASpdf21 agrees with other PDFs as well as they agree with each other!

sbar gluonu-valence
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Figure 21: ATLASpdf21 GDE and G3E distributions with full uncertainties (experimental ) = 3, model, parameterisa-
tion) compared with other PDFs. Left: CT18, CT18A, HERAPDF2.0. Right: MSHT20, NNPDF3.1, ABMP16.
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Figure 21: ATLASpdf21 GDE and G3E distributions with full uncertainties (experimental ) = 3, model, parameterisa-
tion) compared with other PDFs. Left: CT18, CT18A, HERAPDF2.0. Right: MSHT20, NNPDF3.1, ABMP16.
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Figure 23: ATLASpdf21 GB̄, G6 and 'B distributions with full uncertainties (experimental ) = 3, model, paramet-
erisation) compared with other PDFs. Left: CT18, CT18A, HERAPDF2.0. Right: MSHT20, NNPDF3.1, ABMP16.
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Figure 23: ATLASpdf21 GB̄, G6 and 'B distributions with full uncertainties (experimental ) = 3, model, paramet-
erisation) compared with other PDFs. Left: CT18, CT18A, HERAPDF2.0. Right: MSHT20, NNPDF3.1, ABMP16.
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Figure 23: ATLASpdf21 GB̄, G6 and 'B distributions with full uncertainties (experimental ) = 3, model, paramet-
erisation) compared with other PDFs. Left: CT18, CT18A, HERAPDF2.0. Right: MSHT20, NNPDF3.1, ABMP16.

49

x3−10 2−10 1−10

sx

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7
ATLASATLASATLASATLAS CT18

CT18A

HERAPDF2.0

ATLASpdf21, full uncertainties

Q2 = 1.9 GeV2(x
,Q

2 )

x3−10 2−10 1−10
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7
ATLASATLASATLASATLAS MSHT20

NNPDF3.1

ABMP16

ATLASpdf21, full uncertainties

Q2 = 1.9 GeV2

xs
(x
,Q

2 )

x3−10 2−10 1−10

xg

0

0.5

1

1.5

2

2.5

3

3.5

4 ATLASATLASATLASATLAS
CT18

CT18A

HERAPDF2.0

ATLASpdf21, full uncertainties

Q2 = 1.9 GeV2
 (x

,Q
2 )

x3−10 2−10 1−10
0

0.5

1

1.5

2

2.5

3

3.5
MSHT20

NNPDF3.1

ABMP16

ATLASpdf21, full uncertainties

Q2 = 1.9 GeV2

ATLASATLASATLAS4

xg
 (x

,Q
2 )

3−10 2−10

sR

0

0.5

1

1.5

2
CT18

CT18A

HERAPDF2.0

ATLASpdf21, full uncertainties

ATLAS
Q2 = 1.9 GeV2

10−1 x x3−10 2−10 1−10

sR

0

0.5

1

1.5

2
ATLAS
Q2 = 1.9 GeV2

MSHT20

NNPDF3.1

ABMP16

ATLASpdf21, full uncertainties

Figure 23: ATLASpdf21 GB̄, G6 and 'B distributions with full uncertainties (experimental ) = 3, model, paramet-
erisation) compared with other PDFs. Left: CT18, CT18A, HERAPDF2.0. Right: MSHT20, NNPDF3.1, ABMP16.
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• ATLASpdf21 (EPJC82 (2022) 5,438) demonstrates the 
ability to fit, simultaneously and with small uncertainties, 
a wide portfolio of ATLAS measurements 

• –➤ uses all available PDF-sensitive measurements which also have 
information on correlated systematics and NNLO QCD + NLO EW 
predictions

• systematic correlations within and between datasets are included and information on 
recommended treatment made public to the community

• scale uncertainties considered and included when comparable to experimental 
uncertainties

• ATLAS data able to replicate many features of fixed target DIS and Drell-Yan and 
Tevatron data, but with more understanding and control over systematic uncertainties 
and their correlations 

• enhanced tolerance used for realistic PDF uncertainty estimation

• generally good agreement with modern PDF sets (CT, MSHT, NNDPF), and a better fit to 
the ATLAS data

https://link.springer.com/article/10.1140/epjc/s10052-022-10217-z
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• ATLASepWZVjet20, arXiv:2101.05095
• V+Jets data resolves a previous double 

minimum – only happy with low Cdbar

–➤ dbar harder at high-x (consequently sbar softer)

• some model/parameterisation variations for GREEN fall into alternative   ⇡
low-Cdbar minimum such that, with full uncertainties, no large tension 

https://arxiv.org/abs/2101.05095
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Table 3: Summary of code used for NLO, NNLO QCD and LO, NLO EW predictions for ATLAS data as applied
in the QCD fit. For most data sets, predictions are provided at NLO in QCD and LO in EW in the form of fast
interpolation grids and are corrected to NNLO QCD and NLO EW by  -factors. For the CC̄ lepton + jets channel the
grids are calculated at NNLO in QCD directly, so no entry appears in the column ‘NLO QCD code’.

Data set NLO QCD code LO EW code NNLO QCD code NLO EW code
Inclusive, , //W⇤ [9] MCFM MCFM DYNNLO 1.5, FEWZ 3.1.b2 DYNNLO 1.5, FEWZ 3.1.b2
Inclusive //W⇤ [13] MCFM MCFM NNLO��� NNLO���
Inclusive, [12] MG5_�MC@NLO 2.6.4 MG5_�MC@NLO 2.6.4 DYNNLO 1.5 DYNNLO 1.5
,

± + jets [24] Njetti Njetti Njetti S�����
/ + jets [25] Ref. [52] Ref. [52] Ref. [52] S�����
CC̄ (lepton + jets) [26] - Ref. [53] Ref. [53] Ref. [56]
CC̄ (dilepton) [27] MCFM MCFM Ref. [28] Ref. [56]
CC̄ [15] - Ref. [53] Ref. [53] Ref. [56]
Inclusive isolated W [14] MCFM MCFM Ref. [58] Ref. [59]
Inclusive jets [16–18] NLO���++ NLO���++ NNLO��� Ref. [64]

The QCD inclusive jet predictions are corrected for NLO electroweak e�ects as detailed in Ref. [17]. This
correction can reach more than 10% for the highest ?jet

T in the lowest |Hjet | bin, but decreases rapidly as
|Hjet | increases. It is less than 3% for |Hjet | > 1.0.

In order to compare fixed-order QCD calculations with the measured inclusive jet cross sections, corrections
for non-perturbative e�ects must also be applied. These are derived using LO Monte Carlo event generators.
There are significant di�erences between the corrections derived with di�erent event generators, P����� [62]
and H����� [63], and di�erent sets of tuned parameter values. The corrections can be up to ⇠10% at low
?

jet
T . They are di�erent for ' = 0.4 and ' = 0.6 due to di�ering interplay of the underlying-event and

hadronisation corrections, and for this reason fits to data with both jet radii are investigated. Values of
the non-perturbative correction are taken at the centre of the uncertainty band, which is constructed as
the envelope of all such corrections considered, and the systematic uncertainty of each correction value,
correlated in ?jet

T and Hjet, is taken from the spread of the band (see Ref. [17] for details).

Fits were performed using 7, 8 and 13 TeV inclusive jet data separately, using both choices for the jet
radius, ' = 0.4 and ' = 0.6, when available, and both choices for the scales, ?max

T and ?jet
T , but the final

choice for the central fit is 8 TeV jets with ' = 0.6 and scales `r = `f = ?
jet
T , as discussed in Section 5.3.1.

Table 3 details the code used for NNLO/NLO QCD corrections and NLO/LO EW corrections to ATLAS
data in the QCD fit, for ease of reference.

3.2 Scale uncertainties and sensitivity to NNLO code

For some of the ATLAS data sets considered, the precision of the data set is so high that it is comparable to
the size of the NNLO scale uncertainties. This is the case for the ATLAS, and //W⇤ inclusive data sets
at both 7 and 8 TeV, for which the total experimental uncertainty and the scale uncertainties both approach
⇠0.5%. In this case, the scale uncertainties are considered as additional theoretical uncertainties which
are added to the j2 calculation in the same way as experimental systematic uncertainties (see Section 4).
These scale uncertainties are evaluated as follows. The  -factors are evaluated for separate changes of the
renormalisation and factorisation scales by factors of 2 and 0.5. The magnitude of the  -factor di�erence
is symmetrised as ( [`r(2)] � [`r(0.5)])/2 and ( [`f (2)] � [`f (0.5)])/2 and its sign is preserved as
positive if the upward variation of `r or `f makes the  -factor increase and negative if it makes the  -factor

14

• all fits performed using xFitter, and cross-checked with independent code
• LHC cross sections calculated using codes above, interfaced to APPLGRID or fastNLO
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4 Fit methodology

The DGLAP [67–69] evolution equations yield the PDFs at any value of&2 given that they are parameterised
as a function of G at a starting scale &2

0. In the present analysis, this scale is chosen to be &2
0 = 1.9 GeV2 so

that it is below the charm mass threshold <
2
2
. A recent combination of HERA heavy-quark data [70] has

stimulated a re-analysis of the optimal values of the heavy-quark masses and their variations as used in the
optimised TRVFN scheme [39]. The resulting values are <2 = 1.41 GeV and <1 = 4.2 GeV [71], and
these are used for the central fit as applied to the DIS data. A minimum &

2 cut of &2
min = 10.0 GeV2 is

imposed on the HERA data. All these assumptions are varied in the consideration of model uncertainties,
as shown in Section 5.3.1. The strong coupling constant is fixed to Us(</ ) = 0.118.

The quark distributions at the starting scale are represented by the generic form

G@8 (G) = �8G
⌫8 (1 � G)⇠8

%8 (G),

where %8 (G) = (1 + ⇡8G + ⇢8G
2 + �8G

3). The parameterised quark distributions, G@8, are chosen to be
the valence quark distributions (GDE , G3E ) and the light anti-quark distributions (GD̄, G3̄, GB̄). The gluon
distribution is parameterised with the more flexible form

G6(G) = �6G
⌫6 (1 � G)⇠6

%6 (G) � �
0
6
G
⌫
0
6 (1 � G)⇠0

6
,

where ⇠
0
6

is set to 25 to suppress negative contributions at high G. The parameters �DE and �3E are
fixed using the valence-quark number sum rule, and �6 is fixed using the momentum sum rule. The
normalisation and slope parameters, � and ⌫, of the light-quark sea, GD̄, G3̄ and GB̄, are all independent of
each other, such that there is no constraint on G3̄ � GD̄, or on B̄/(3̄ + D̄), either in shape or in normalisation
as G ! 0. By default it is assumed that GB = GB̄. The ⇡, ⇢ and � terms in the polynomial expansion
%8 (G) are used only if required by the data, following the procedure described in Ref. [33], whereby
parameters are added only if the j

2 of the fit decreases significantly. This leads to a 21-parameter fit with:
%DE (G) = 1 + ⇡DE G + ⇢DE G

2, %3E (G) = 1 + ⇡3E G and %6 (G) = 1 + ⇡6G, with %8 (G) = 1 for the light-sea
PDFs. It has been established that adding further parameters beyond the point at which there is little further
change in j

2 (called the point of ‘saturation’ of the j
2) only serves to fit noise in the data [72]. Thus,

addition of further parameters to the central fit is not considered. However, parameterisation uncertainties
are considered in Section 5.3.2.

A cross-check was made using Chebyshev polynomials rather than ordinary polynomials for the %8 (G)
terms. There is no improvement in j

2 for a comparable 21-parameter fit using the Chebyshev polynomials
and the extracted PDFs lie within the total uncertainty bands of the ordinary polynomial fit.

The level of agreement between the data and the predictions from a PDF parameterisation is quantified by
the j

2 per degree of freedom (j2/NDF, for NDF degrees of freedom). The definition of the j
2 is

j
2 =

’
8,:

 
⇡8 � )8 (1 �

’
9

W8 91 9)
!
⇠
�1
stat,uncor,8: (⇡8 ,⇡:)

 
⇡: � ): (1 �

’
9

W: 91 9)
!

+
’
8

log
X

2
8,uncor)

2
8
+ X

2
8,stat⇡8)8

X
2
8,uncor⇡

2
8
+ X

2
8,stat⇡

2
8

+
’
9

1
2
9

(1)

16

↫ correlated term

↫ log penalty term
partial 

where ⇡8 represent the measured data, )8 the corresponding theoretical prediction, X8,uncor and X8,stat

are the uncorrelated systematic uncertainties and the statistical uncertainties of ⇡8, and the correlated
systematic uncertainties, described by W8 9 , are accounted for using the nuisance parameters 1 9 . The
quantity ⇠stat,uncor,8: is a covariance matrix for both the statistical and uncorrelated systematic uncertainties.
Summations over 8 and : run over all data points and summation over 9 runs over all sources of correlated
systematic uncertainty. For each data set, the first term gives the main contribution to the partial j2 of
the data set and the second term is a small bias correction term, referred to as the log penalty, which
arises because the diagonal term of the matrix, ⇠, is given by ⇠88 = X

2
8,uncor)

2
8
+ X

2
8,stat⇡8)8, with di�erent

weighting for statistical uncertainties and uncorrelated systematic uncertainties. This form of the j
2 is

used as standard in HERA and ATLAS PDF fits [5, 9, 10]. In reporting the j
2 for the fits, the first and

second terms together give the partial j2 of the data set. The third term gives the correlated j
2 arising

from the penalty for the nuisance parameters describing correlations of systematic uncertainties within and
between data sets. The experimental uncertainties of the fit are first set using the usual tolerance, ) = 1,
where )2 = �j2 = 1. The use of an enhanced tolerance is considered in Section 6.

17
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• … this is a better fit quality than achieved by global PDF fits to these data

Table 4: j2 contributions for the all data sets entering the PDF fit. The partial j2 for the individual data sets are
given with respect to the number of data points (NDP). They represent the addition of terms 1 and 2 in Eq. (1). The
correlated terms (term 3) are shown separated into groups with common systematic correlations. The total value of
the correlated term for these groups is also split into the additon of the separate contributions in the order in which
they are given in the table.

Total j2/NDF 2010/1620

HERA j
2/NDP 1112/1016

HERA correlated term 50
ATLAS , , / 7 TeVj

2/NDP 68/55
ATLAS //W⇤ 8 TeVj

2/NDP 208/184
ATLAS , 8 TeVj

2/NDP 31/22
ATLAS , and //W⇤ 7 and 8 TeV
correlated term 71 = (38 + 33)
ATLAS direct W 13/8 TeVj

2/NDP 27/47
ATLAS direct W 13/8 TeV
correlated term 6
ATLAS ++ jets 8 TeVj

2/NDP 105/93
ATLAS CC̄ 8 TeVj

2/NDP 13/20
ATLAS CC̄ 13 TeVj

2/NDP 25/29
ATLAS inclusive jets 8 TeVj

2/NDF 207/171
ATLAS ++ jets 8 TeV and
CC̄ + jets 8,13 TeV and
' = 0.6 inclusive jets 8 TeV correlated term 87 = (16 + 9 + 21 + 41)

5 Results

In this section the ATLASpdf21 PDF set is presented. The impact of variations of the central choice of fit
settings and parameterisation is discussed in Section 5.3. Table 4 gives the total j2 per degree of freedom,
j

2/NDF, of the fit using all data sets and the j
2 per data point, partial j2/NDP for NDP data points, of

each data set. The correlated terms (term 3) are shown separated into groups with common systematic
correlations. In order to evaluate the separate contributions of the data sets to this correlated term, the fit is
run with its final parameters fixed for each data set separately. These values follow the total correlated
terms in brackets, in order of their appearance in the table. The quality of the fit to the HERA data is
j

2/NDP = 1.14, comparable to that of HERAPDF2.0, so that there is no tension between the ATLAS data
and HERA data. The quality of the fit to the ATLAS , , / data is j

2/NDP = 1.44, and to the ATLAS
++ jets, CC̄ and inclusive jet data it is j

2/NDP = 1.40. The quality of fit to the ATLAS direct photon data
is j

2/NDP = 0.7. These j
2 values are comparable to those obtained by the global PDF fits for similar

data sets, but indicate a need to consider the appropriate j
2 tolerance of the fit. Both of these points are

discussed further in Section 6.
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Figure 16: ATLASpdf21 PDFs showing experimental uncertainties evaluated with ) = 1 (red), model (yellow) and
parameterisation (green) uncertainties. Experimental, model and parameterisation uncertainties are cumulative. Top
left: GDE . Top right: G3E . Bottom left: GD̄. Bottom right: G3̄. The lower panels illustrate the fractional uncertainties.
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Figure 17: ATLASpdf21 PDFs showing experimental uncertainties evaluated with ) = 1 (red), model (yellow) and
parameterisation (green) uncertainties. Experimental, model and parameterisation uncertainties are cumulative. Top
left: GB̄. Top right: G6. Bottom: G3̄ � GD̄. The lower panels illustrate the fractional uncertainties.
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Figure 17: ATLASpdf21 PDFs showing experimental uncertainties evaluated with ) = 1 (red), model (yellow) and
parameterisation (green) uncertainties. Experimental, model and parameterisation uncertainties are cumulative. Top
left: GB̄. Top right: G6. Bottom: G3̄ � GD̄. The lower panels illustrate the fractional uncertainties.
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Figure 15: Ratios of the PDFs from a fit in which a maximum scale cut of 500 GeV is imposed, to the central
ATLASpdf21 at the scale &

2 = 10 000 GeV2. Both fits are shown with just experimental uncertainties, evaluated
with tolerance ) = 1. Top left: GDE . Top right: G3E . Middle left: GD̄. Middle right: G3̄. Bottom left: GB. Bottom
right: G6. Here the G-scale is linear.
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ubar

dbar

• cross-check fit performed, removing data with scale > 500 GeV, to search for subtle effects of 
any possible hidden new physics at high scales –➤ PDFs not significantly changed
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comparison with global PDFs
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Comparison to global PDF sets
04/05/22 Francesco Giuli - francesco.giuli@cern.ch 32

Ø Nice agreement 
between ATLASpdf21 
and global PDF fitters fot 
=- and <=

Ø Lower #! for these data 
than the global fitters
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Figure 21: ATLASpdf21 GDE and G3E distributions with full uncertainties (experimental ) = 3, model, parameterisa-
tion) compared with other PDFs. Left: CT18, CT18A, HERAPDF2.0. Right: MSHT20, NNPDF3.1, ABMP16.
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Figure 22: ATLASpdf21 GD̄, G3̄ and G(3̄ � D̄) distributions with full uncertainties (experimental ) = 3, model,
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ATLASpdf21 strangeness ratio
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comparison with global PDFs at high x
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Table 5: j2 contributions for the inclusive jet data set at 8 TeV with ' = 0.6, for di�erent correlation scenarios, as
explained in the text. The j

2 values given here represent the addition of all terms in Eq. (1).

Jets 8 TeV ' = 0.6 Fully correlated FR decorrelated Decorrelation scenario 1 Decorrelation scenario 2 (default)
j

2/NDP 289/171 227/171 250/171 248/171

5.3.1 Model and theoretical uncertainties

The class of model uncertainties includes e�ects due to variations of the heavy-quark masses input to the
TRVFN heavy-quark-mass scheme for the inclusive DIS caluclations, the minimum &

2 cut on the HERA
inclusive DIS data and the value of the starting scale for evolution. The minimum &

2 cut was varied in the
range 7.5 < &

2
min < 12.5 GeV2 and the starting scale was varied in the range 1.6 < &

2
0 < 2.2 GeV2. In the

inclusive DIS calculations, the heavy-quark masses were varied in the ranges 1.37 < <2 < 1.45 GeV and
4.1 < <1 < 4.3 GeV [71]. The variations of <2 and &

2
0 are coupled since the requirement &2

0 < <
2
2

must
be met. For this reason the upward variation of <2 and the downward variation of &2

0 are symmetrised.
Figure 12 illustrates the e�ect of these variations on the gluon distribution since this is the PDF most
sensitive to these changes. The impact of the choice of <2 and <1 is modest. The e�ect of the variation of
the &2

min cut is larger but still within the experimental uncertainties. The largest of these uncertainties is
due to the choice of &2

0, which gives a gluon PDF di�ering from the central fit by ⇠2f for G ⇠ 0.1.

An additional model uncertainty comes from the assumed value of the top-quark mass. The in-
terpolation grids for the NNLO predictions for the CC̄ data at 8 TeV are available for pole masses,
<C = 172.5, 173.3, 175.0 GeV. The smaller and larger values are used to estimate an asymmetric model
uncertainty around the central value, shown in Figure 12. For the CC̄ 1-D distributions at 13 TeV the grids
are only available for <C = 172.5 GeV. The e�ect of this change in central value is negligible, as illustrated
in Figure 12. A cross-check was performed using the double di�erential ?CT and <

C C̄
distributions at

13 TeV, for which predictions are available for <C = 171.0, 172.5, 174.0 GeVand the e�ect was found to
be negligible. The 13 TeV CC̄ data have a smaller impact in the fit than the 8 TeV CC̄ data, so only the <C

variations of the 8 TeV data set are input to the final model uncertainty.

A further potential model uncertainty comes from the treatment of the jet systematic uncertainties.
Alternative decorrelation scenarios are considered as follows: the alternative option in which the JES
Flavour Response is split into only two components rather than three, called “Decorrelation scenario 1”;
complete decorrelation of the Jet Flavour Response between rapidity bins, called “FR decorrelated”; and
no decorrelation, called “Fully correlated”. Table 5 gives the total j2/NDP for the jets (including all three
terms of Eq. (1)) for alternative correlation scenarios, showing that the di�erence between full correlations
and various choices of decorrelation can have a significant e�ect on the j

2. However, the di�erence
between the ATLASpdf21 gluon PDFs obtained using jet data with these di�erent correlation scenarios is
relatively small compared to the model uncertainties considered above, e.g. the variation of &2

0. There are
also no changes in the PDF uncertainties as a result of using di�erent correlation scenarios. Hence, these
variations are not considered as a source of significant uncertainty.

A further source of uncertainty for the inclusive jet data comes from the choice of jet radius '. The
di�erence between the PDFs due to a di�erent choice of jet radius for the 8 TeV jets is shown in Figure 12.
The only significant change is in the gluon PDF. This small di�erence between the PDFs extracted using
jet data at 8 TeV for ' = 0.4 and ' = 0.6 is considered as an extra uncertainty because, although it is clear
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ATLASpdf21 ⇣

• alternative models to treat correlated systematics for inclusive jets were considered
1. fully correlated
2. decorrelating jet flavour response (FR) between rapidity bins
3. two decorrelation scenarios (recommended in the √s= 8TeV inclusive jet measurement publication)

–➤ impacts X2, but little effect on extracted PDFs

https://arxiv.org/abs/1706.03192


correlation between various datasets
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• main impact from systematic correlations comes from those between V+Jets and ttbar
• exact degree of correlation to inclusive jet data does not change the PDFs significantly 

(RED vs BLUE)
• choice of correlating all inclusive jet systematics also not important (RED vs ORANGE)
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that the choice ' = 0.6 is theoretically favoured [29], this paper also inputs CC̄ data from the lepton + jets
channel and ++ jets data, and for these data sets only ' = 0.4 jets are available.

The e�ect of using jet production data at di�erent centre-of-mass energies of 7, 8 and 13 TeV is shown in
Appendix B. This is not considered as an additional uncertainty but is presented as a cross-check that the
choice of centre-of-mass energy for the jet production data does not have a significant influence on the
PDFs extracted.

All model uncertainties are added in quadrature to form a total model uncertainty.

Theoretical uncertainties include the scale uncertainties of the predictions. The largest of these are the
scale uncertainties for the inclusive , and / data which are considered in detail in Section 3.2. Since
these are treated as correlated systematic uncertainties in the fit j2 they are actually already included in
what has been labelled as the experimental uncertainty of the fit.

The e�ect of scale uncertainties for the ++ jets data was studied in Ref. [11] and was found to be negligible.
The e�ect of scale uncertainties for the CC̄ lepton + jets data was studied for the present paper and was also
found to be negligible. The direct-photon production ratio data are relatively insensitive to scale variations
because 100% correlation of the scale uncertainties is assumed between the 8 and 13 TeV data. Since the
fit is relatively insensitive to these data, alternative assumptions for these correlations were not pursued.

The scale uncertainty for the inclusive jets at 8 TeV requires further consideration. These  -factors were
supplied for two choices of scale: `r = `f = ?

max
T or `r = `f = ?

jet
T . A scale related to ?jet

T is favoured
over ?max

T [29], as already mentioned. However, this di�erence in scale choice is now investigated. A
comparison of the gluon PDFs for these two scales is shown in Figure 13 (left), since this is the PDF most
sensitive to this change. It can be seen that there is no significant di�erence between the resulting gluon
PDFs. Changes in the nuisance parameter values for the correlated systematic uncertainties absorb the
change in the predictions for the two scales. The j2 values for these fits are given in Table 6. The only
significant change in j2 comes from the inclusive jets, not from other data sets.

Next, scale variations `r = `f = 2?jet
T and `r = `f = ?

jet
T /2 are considered. The e�ect on the gluon PDF is

shown in Figure 13 (right). The j2 values for these fits are given in Table 6. Again, the only significant
change in j2 comes from the inclusive jets, not from other data sets.

Table 6: j2/NDF for the total fit and the contribution j2/NDP for the inclusive jet data, for various scale choices,
and treatment of  -factors and their uncertainties. The first row represents the default values used in the central
ATLASpdf21 fit.

Total j2/NDF j
2/NDP for jets Treatment of  -factors Scale choice

2010/1620 248/171 smoothed ?
jet
T scale

2019/1620 257/171 smoothed ?
max
T scale

2032/1620 272/171 smoothed 2?jet
T scale

1991/1620 228/171 smoothed ?
jet
T /2 scale

1983/1620 223/171 unsmoothed ?
jet
T scale

Finally, a cross-check is performed in which the  -factors are not smoothed but their statistical uncertainties
are used as an additional uncorrelated uncertainty. The j2 value for this fit is also given in Table 6. It is
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Table 7: Total j2/NDF for each model and parameterisation variation considered for the ATLASpdf21 PDF fit. The
notation ‘(sym)’ indicates that the upward and downward model variations have been symmetrised.

Central j2/NDF 2010/1620
Model variations

&
2
min = 12.5 GeV2 1947/1571

&
2
min = 7.5 GeV2 2076/1660

<2 = 1.45 GeV (sym) 2025/1620
&

2
0 = 1.6 GeV2 (sym) 2018/1620

<1 = 4.3 GeV 2016/1620
<1 = 4.1 GeV 2014/1620
<C = 175.0 GeV 2063/1620
<C = 172.5 GeV 2018/1620
' = 0.4 2080/1620

Parameter variations
�DE , ⇡

3̄
2007/1620

lower than that for smoothed  -factors because the statistical uncertainties of the unsmoothed  -factors
are ⇠1%. However, the resulting PDFs are very similar to those obtained using smoothed  -factors.
Since none of the scale variation e�ects produced significant changes in the PDFs, no further theoretical
uncertainty is added for this source.

Thus the theoretical uncertainties considered so far are either already included in the experimental
uncertainties of the fit, or they are negligible. It should be noted that the data are also sensitive to the value
of Us(</ ), which a�ects the shape of the gluon PDF. The correlation between Us(</ ) and the gluon PDF
shape is specified by the DGLAP formalism. A determination of Us(</ ) is beyond the scope of the current
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Figure 29: The di�erential cross section measurements of / bosons for (left) central-central and (right) central-forward
events in Ref. [9] (black points) as a function of their absolute rapidity, |H/ |. The top row shows di�erential cross
sections in the 66 < <✓✓ < 116 GeV mass range, while the bottom row shows the 116 < <✓✓ < 150 GeV mass range.
The bin-to-bin uncorrelated part of the data uncertainties is shown as black error bars, while the total uncertainties
are shown as a yellow band. The cross sections are compared with the predictions computed with the PDFs resulting
from the ATLASpdf21 fit. The solid line shows the predictions without shifts of the systematic uncertainties, while
for the dashed line the 1 9 parameters associated with the experimental systematic uncertainties as shown in Eq. (1)
are allowed to vary to minimise the j

2. The red band represents the full uncertainty (experimental (evaluated with
) = 3) + model + parameterisation) of the fit prediction. It is interesting to observe that the N3LO cross section for /
bosons is expected to be ⇠2% lower than the NNLO cross section [74], which would bring the data into agreement
with theory without need of shifts of systematic uncertainties.
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C Goodness of the fit: comparison with data sets included in the fit

Figures 28–37 show comparisons of the various ATLAS di�erential cross-section measurements used in
the ATLASpdf21 fit, together with the predictions of this fit. Further details are provided in the figure
captions.
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Figure 28: The di�erential cross-section measurements of (left) ,� and (right) ,+ bosons in Ref. [9] (black points)
as a function of their absolute rapidity, |H, |. The bin-to-bin uncorrelated part of the data uncertainties is shown as
black error bars, while the total uncertainties are shown as a yellow band. The cross sections are compared with the
predictions computed with the PDFs resulting from the ATLASpdf21 fit. The solid line shows the predictions without
shifts of the systematic uncertainties, while for the dashed line the 1 9 parameters associated with the experimental
systematic uncertainties as shown in Eq. (1) are allowed to vary to minimise the j

2. The red band represents the full
uncertainty (experimental (evaluated with ) = 3) + model + parameterisation) of the fit prediction.
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C Goodness of the fit: comparison with data sets included in the fit

Figures 28–37 show comparisons of the various ATLAS di�erential cross-section measurements used in
the ATLASpdf21 fit, together with the predictions of this fit. Further details are provided in the figure
captions.
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Figure 28: The di�erential cross-section measurements of (left) ,� and (right) ,+ bosons in Ref. [9] (black points)
as a function of their absolute rapidity, |H, |. The bin-to-bin uncorrelated part of the data uncertainties is shown as
black error bars, while the total uncertainties are shown as a yellow band. The cross sections are compared with the
predictions computed with the PDFs resulting from the ATLASpdf21 fit. The solid line shows the predictions without
shifts of the systematic uncertainties, while for the dashed line the 1 9 parameters associated with the experimental
systematic uncertainties as shown in Eq. (1) are allowed to vary to minimise the j

2. The red band represents the full
uncertainty (experimental (evaluated with ) = 3) + model + parameterisation) of the fit prediction.
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• NB, N3LO cross section for Z expected to be 2% lower than NNLO, bringing theory into 
agreement with data without need for systematic uncertainty shifts

(T=3 bands shown)
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Figure 30: The triple di�erential cross-section measurements of //W⇤ at 8 TeV in Ref. [13] (black points), in
the central-central rapidity region of the dilepton pair. The six plots show data in bins of the dilepton mass <✓✓

(66–80–91–102–116–150–200 GeV). Within each plot the absolute rapidity increases from left to right in 12 steps of
0.2, ranging from 0.0 to 2.4, although the full rapidity range is not accessed for every mass region. Nearby data
points show variation with the Collins–Soper angle at the same rapidity. The bin-to-bin uncorrelated part of the
data uncertainties is shown as black error bars, while the total uncertainties are shown as a yellow band. The cross
sections are compared with the predictions computed with the PDFs resulting from the ATLASpdf21 fit. The solid
line shows the predictions without shifts of the systematic uncertainties, while for the dashed line the 1 9 parameters
associated with the experimental systematic uncertainties as shown in Eq. (1) are allowed to vary to minimise the j

2.
The red band represents the full uncertainty (experimental (evaluated with ) = 3) + model + parameterisation) of the
fit prediction. It is interesting to observe that the N3LO cross section for / bosons is expected to be ⇠2% lower
than the NNLO cross section [74], which would bring data into agreement with theory without need of shifts of
systematic uncertainties. The / mass-peak data are in the top right and middle left plots.
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Figure 31: The di�erential cross-section measurements of (left) ,� and (right) ,+ bosons at 8 TeV in Ref. [12]
(black points) as a function of their absolute rapidity, |H, |. The bin-to-bin uncorrelated part of the data uncertainties
is shown as black error bars, while the total uncertainties are shown as a yellow band. The cross sections are
compared with the predictions computed with the PDFs resulting from the ATLASpdf21 fit. The solid line shows the
predictions without shifts of the systematic uncertainties, while for the dashed line the 1 9 parameters associated with
the experimental systematic uncertainties as shown in Eq. (1) are allowed to vary to minimise the j

2. The red band
represents the full uncertainty (experimental (evaluated with ) = 3) + model + parameterisation) of the fit prediction.
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Figure 31: The di�erential cross-section measurements of (left) ,� and (right) ,+ bosons at 8 TeV in Ref. [12]
(black points) as a function of their absolute rapidity, |H, |. The bin-to-bin uncorrelated part of the data uncertainties
is shown as black error bars, while the total uncertainties are shown as a yellow band. The cross sections are
compared with the predictions computed with the PDFs resulting from the ATLASpdf21 fit. The solid line shows the
predictions without shifts of the systematic uncertainties, while for the dashed line the 1 9 parameters associated with
the experimental systematic uncertainties as shown in Eq. (1) are allowed to vary to minimise the j

2. The red band
represents the full uncertainty (experimental (evaluated with ) = 3) + model + parameterisation) of the fit prediction.
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• NB, N3LO cross section for Z expected to be 2% lower than NNLO, bringing theory into 
agreement with data without need for systematic uncertainty shifts
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Figure 32: The di�erential cross-section measurements of (left) ,� + jets and (right) ,+ + jets at 8 TeV in Ref. [24]
(black points) as a function of the transverse momentum of the , boson, ?,T . The bin-to-bin uncorrelated part of
the data uncertainties is shown as black error bars, while the total uncertainties are shown as a yellow band. The cross
sections are compared with the predictions computed with the PDFs resulting from the ATLASpdf21 fit. The solid
line shows the predictions without shifts of the systematic uncertainties, while for the dashed line the 1 9 parameters
associated with the experimental systematic uncertainties as shown in Eq. (1) are allowed to vary to minimise the j

2.
The red band represents the full uncertainty (experimental (evaluated with ) = 3) + model + parameterisation) of the
fit prediction.
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Figure 32: The di�erential cross-section measurements of (left) ,� + jets and (right) ,+ + jets at 8 TeV in Ref. [24]
(black points) as a function of the transverse momentum of the , boson, ?,T . The bin-to-bin uncorrelated part of
the data uncertainties is shown as black error bars, while the total uncertainties are shown as a yellow band. The cross
sections are compared with the predictions computed with the PDFs resulting from the ATLASpdf21 fit. The solid
line shows the predictions without shifts of the systematic uncertainties, while for the dashed line the 1 9 parameters
associated with the experimental systematic uncertainties as shown in Eq. (1) are allowed to vary to minimise the j

2.
The red band represents the full uncertainty (experimental (evaluated with ) = 3) + model + parameterisation) of the
fit prediction.
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Figure 33: The di�erential cross-section measurements of / + jets at 8 TeV in Ref. [25] (black points) as a function
of the absolute rapidity of inclusive jets, |Hjet |, in bins of ?jet

T , the transverse momentum of the inclusive jets. Top

left: 25 < ?
jet
T < 50 GeV. Top right: 50 < ?

jet
T < 100 GeV. Middle left: 100 < ?

jet
T < 200 GeV. Middle right:

200 < ?
jet
T < 300 GeV. Bottom left: 300 < ?

jet
T < 400 GeV. Bottom right: 400 < ?

jet
T < 1050 GeV. The bin-to-bin

uncorrelated part of the data uncertainties is shown as black error bars, while the total uncertainties are shown as
a yellow band. The cross sections are compared with the predictions computed with the PDFs resulting from the
ATLASpdf21 fit. The solid line shows the predictions without shifts of the systematic uncertainties, while for the
dashed line the 1 9 parameters associated with the experimental systematic uncertainties as shown in Eq. (1) are
allowed to vary to minimise the j

2. The red band represents the full uncertainty (experimental (evaluated with ) = 3)
+ model+ parameterisation) of the fit prediction.
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Figure 34: Top: the di�erential cross-section measurements of CC̄ at 8 TeV as a function of (left) the average top
momentum, ?CT, and (right) the invariant mass of the CC̄ system, <

C C̄
, in Ref. [26] (black points) in the lepton + jets

decay channel. Bottom: the di�erential cross-section measurements of CC̄ at 8 TeV as a function of the absolute
rapidity of the CC̄ pair, |H

C C̄
|, in Ref. [27] (black points) in the dilepton decay channel. The bin-to-bin uncorrelated

part of the data uncertainties is shown as black error bars, while the total uncertainties are shown as a yellow band.
The cross sections are compared with the predictions computed with the PDFs resulting from the ATLASpdf21 fit.
The solid line shows the predictions without shifts of the systematic uncertainties, while for the dashed line the
1 9 parameters associated with the experimental systematic uncertainties as shown in Eq. (1) are allowed to vary
to minimise the j

2. The red band represents the full uncertainty (experimental (evaluated with ) = 3) + model
+ parameterisation) of the fit prediction.
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Figure 34: Top: the di�erential cross-section measurements of CC̄ at 8 TeV as a function of (left) the average top
momentum, ?CT, and (right) the invariant mass of the CC̄ system, <

C C̄
, in Ref. [26] (black points) in the lepton + jets

decay channel. Bottom: the di�erential cross-section measurements of CC̄ at 8 TeV as a function of the absolute
rapidity of the CC̄ pair, |H

C C̄
|, in Ref. [27] (black points) in the dilepton decay channel. The bin-to-bin uncorrelated

part of the data uncertainties is shown as black error bars, while the total uncertainties are shown as a yellow band.
The cross sections are compared with the predictions computed with the PDFs resulting from the ATLASpdf21 fit.
The solid line shows the predictions without shifts of the systematic uncertainties, while for the dashed line the
1 9 parameters associated with the experimental systematic uncertainties as shown in Eq. (1) are allowed to vary
to minimise the j

2. The red band represents the full uncertainty (experimental (evaluated with ) = 3) + model
+ parameterisation) of the fit prediction.
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Figure 35: The di�erential cross-section measurements of CC̄ at 13 TeV in Ref. [15] (black points) as functions of the
(top left) average top transverse momentum ?

C

T, (top right) invariant mass of the CC̄ pair <
C C̄

, (bottom left) average top
absolute rapidity |HC | and (bottom right) absolute boosted rapidity of the CC̄ pair, |Hb

C C̄
|. The bin-to-bin uncorrelated

part of the data uncertainties is shown as black error bars, while the total uncertainties are shown as a yellow band.
The cross sections are compared with the predictions computed with the PDFs resulting from the ATLASpdf21 fit.
The solid line shows the predictions without shifts of the systematic uncertainties, while for the dashed line the
1 9 parameters associated with the experimental systematic uncertainties as shown in Eq. (1) are allowed to vary
to minimise the j

2. The red band represents the full uncertainty (experimental (evaluated with ) = 3) + model
+ parameterisation) of the fit prediction.
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Figure 36: The ratios of the cross sections for inclusive isolated-photon production at 8 and 13 TeV in Ref. [14]
(black points) as functions of the photon transverse energy, ⇢W

T , for ⇢W

T > 125 GeV in bins of photon absolute
pseudorapidity, |[W |. Top left: |[W | < 0.6. Top right: 0.6 < |[W | < 1.37. Bottom left: 1.56 < |[W | < 1.81. Bottom
right: 1.81 < |[W | < 2.37. The bin-to-bin uncorrelated part of the data uncertainties is shown as black error bars,
while the total uncertainties are shown as a yellow band. The cross sections are compared with the predictions
computed with the PDFs resulting from the ATLASpdf21 fit. The solid line shows the predictions without shifts of
the systematic uncertainties, while for the dashed line the 1 9 parameters associated with the experimental systematic
uncertainties as shown in Eq. (1) are allowed to vary to minimise the j

2. The red band represents the full uncertainty
(experimental (evaluated with ) = 3) + model + parameterisation) of the fit prediction.
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Figure 37: The di�erential cross-section measurements of inclusive jet production at 8 TeV in Ref. [17] (black points),
for ' = 0.6, as a function of the jet ?jet

T , in six bins of absolute rapidity, |Hjet |. Top left: |Hjet | < 0.5. Top right:
0.5 < |Hjet | < 1.0. Middle left: 1.0 < |Hjet | < 1.5. Middle right: 1.5 < |Hjet | < 2.0. Bottom left: 2.0 < |Hjet | < 2.5.
Bottom right: 2.5 < |Hjet | < 3.0. The bin-to-bin uncorrelated part of the data uncertainties is shown as black error
bars, while the total uncertainties are shown as a yellow band. The cross sections are compared wth the predictions
computed for the scale choice ?

jet
T , with the PDFs resulting from the ATLASpdf21 fit. The solid line shows the

predictions without shifts of the systematic uncertainties, while for the dashed line the 1 9 parameters associated with
the experimental systematic uncertainties as shown in Eq. (1) are allowed to vary to minimise the j

2. The red band
represents the full uncertainty (experimental (evaluated with ) = 3) + model + parameterisation) of the fit prediction.
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Figure 27: Comparison showing the ratio of the ATLASpdf21 gluon PDF and the 'B PDF ratio, using inclusive jet
data at 8 TeV with ' = 0.6, to the gluon PDF and 'B PDF ratio for fits using various di�erent jet production data
sets at 7, 8 and 13 TeV, with di�ering choices of jet radius. The data sets in these plots are for scale choice ?

jet
T .

Uncertainties of the central fit are full uncertainties: experimental, evaluated with tolerance ) = 3, plus model and
parameterisation uncertainties.

B Comparison of the impact of inclusive jet data at di�erent

centre-of-mass energies

It is not possible to fit inclusive jet production data at di�erent centre-of-mass energies simultaneously,
because the full experimental systematic uncertainty correlations between these data sets are not known.
The inclusive jet production data at 8 TeV with ' = 0.6 were selected for input to the central fit. In
this appendix, fits using the inclusive jet production data at 7 or 13 TeV instead of the data at 8 TeV are
compared with the central fit. The data at 7 TeV shown here were extracted for ' = 0.6 whereas the data at
7 TeV were extracted only for ' = 0.4. The gluon PDF and 'B PDF ratio using these jet production data
sets at 7 and 13 TeV are shown in their ratio to the central fit results in Figure 27. The scale choice was ?

jet
T

for all the jet production data sets included in this figure. Since the e�ect of using ' = 0.4 or ' = 0.6
is very similar, as illustrated for the jet production data at 8 TeV, the di�erences between the PDFs are
dominated by the change in centre-of-mass energy. The PDFs using the jet production data at 8 TeV lie
between those of the jet production data at 7 TeV and the jet production data at 13 TeV. However, these
di�erences are not significant compared to the full uncertainties of the PDFs evaluated with ) = 3.
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a word on tension between √s= 7 and 8 TeV W, Z
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8 TeV increases to 268/206 if both data sets are included in the fit and scale uncertainties are not applied.
The di�erences between the PDFs are not large, whether or not scale uncertainties are applied, compared
to the current experimental precision. However, consideration of such theoretical uncertainties is important
if accuracy to 1% is the ultimate goal for the PDFs. N3LO calculations [74] indicate that higher-order
corrections are likely to be larger than our current estimate of scale uncertainties. A further study of scale
uncertainties is given in Appendix A.

5.2.2 Impact of \+ jets data

The impact of the ++ jets data is shown in Figures 8 and 9. There are significant changes in the G3̄ and GB̄

PDF shapes such that the high-G GB̄ and G3̄ PDFs become softer and harder, respectively, with the input of
++ jets data. Because of the change in the G3̄ shape, the di�erence G(3̄ � D̄) is also strongly a�ected. This
is shown in Figure 8. This figure also shows that, without the ++ jets data, there is little information about
the ratio 'B at high G. The changes in Figure 8 are large because the ++ jets data resolve a double minimum
in parameter space such that the fit now prefers a hard G3̄ and soft GB̄ at high G, whereas it previously had
an additional minimum with G3̄ ⇠ GB̄ at high G, which was marginally preferred. These results are similar
to those already seen and fully explained in the ATLASepWZVjets20 PDF analysis [11] and the double
minimum may be seen in Figure 5 of that paper. A fit with only HERA data, or with HERA plus ATLAS
, , / data at 7 TeV (ATLASepWZ20), prefers the minimum with G3̄ ⇠ GB̄ at high G, but once ATLAS + +
jets data at 8 TeV are added to the fit the double minimum with a hard G3̄ and soft GB̄ at high G is preferred
and the previous minimum disappears. In Figure 3 of Ref. [11], it can also be seen that for ATLASepWZ20
(the fit without ++ jets data) the full uncertainties, including model and parameterisation variations, are
very large because they cover both minima, whereas the full uncertainties of the ATLASepWZVjets20 fit
(including + + jets data) are much smaller because there is no double minimum. There is thus no strong
inconsistency between the fits with or without the ++ jets data because of the large uncertainties of the
fit without the + + jets data. This also applies in the present analysis, but in Figure 8, only experimental
uncertainties are shown. The full uncertainties for the fit without + + jets data in our present analysis are of
little interest and are not presented. Model and parametrisation uncertainties for the ATLASpdf21 fit will
be discussed in Section 5.3. These ++ jets data also e�ect a modest change in the G3E shape and the gluon
PDF shape as shown in Figure 9. The D-type quarks are not strongly a�ected by these data and thus they
are not shown. There is no tension between the ++ jets data at 8 TeV and other data sets in the fit, since all
data are fitted well at the minimum chosen by these ++ jets data.
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Figure 6: Relative uncertainties in ATLASpdf21 G3E and G6 compared with fits not including some of the , , / data
sets. Only experimental uncertainties are shown, evaluated with tolerance ) = 1. Top: G3E uncertainties, (left) not
including inclusive , , / data at both 7 and 8 TeV, (right) not including inclusive , , / data at 8 TeV. Bottom: G6
uncertainties, (left) not including inclusive , , / data at both 7 and 8 TeV, (right) not including inclusive , , / data at
8 TeV.

There is mild tension between the , , / data at 8 TeV and the , , / data at 7 TeV. The partial j2/NDP for
the , , / data at 7 TeV decreases from 68/55 to 50/55 if the , , / data at 8 TeV are excluded from the
fit, and the partial j2/NDP for the , , / data at 8 TeV decreases from 239/206 to 222/206 if the , , /

data at 7 TeV are excluded from the fit. These increases in j
2 are most pronounced for the 7 TeV c-c

data around the / mass-peak (66–116 GeV) and for the mass bins around the / peak in 8 TeV data. As
already remarked, theoretical scale uncertainties for , , / data at both 7 and 8 TeV are added to the fit
uncertainties. If these uncertainties are not added the tension between , , / data at 7 and 8 TeV increases.
The partial j2/NDP for , , / data at 7 TeV increases to 80/55 and the partial j2/NDP for , , / data at
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Figure 5: The PDF ratio 'B = G(B + B̄)/G(D̄ + 3̄) from ATLASpdf21 compared with 'B for fits not including some of
the , , / data sets. Only experimental uncertainties are shown, evaluated with tolerance ) = 1. Left: not including
, , / data at both 7 and 8 TeV. Right: not including , , / data at 8 TeV.

5.2 Impact of each data set

In this section the impact of each data set is considered. Only experimental uncertainties with tolerance
) = 1 are shown for these comparisons. Full uncertainties including model and parameterisation variations
are considered for the ATLASpdf21 fit in Section 5.3.

5.2.1 Impact of ], ` inclusive data

Figure 5 shows the ratio 'B for the ATLASpdf21 fit and compared with a fit in which the inclusive , , /

data at 7 and 8 TeV are removed (left-hand plot), as well as to a fit in which only , , / data at 8 TeV are
removed (right-hand plot). It is clear that without , , / inclusive data the ratio 'B cannot be determined
reliably. Once , , / data at 7 TeV are input the determination improves considerably, but the inclusive
, , / data at 8 TeV still add information.

In contrast, the valence and gluon PDFs are still reasonably well determined without any , , / data but the
input of these data decreases their uncertainties significantly, as illustrated for the G3E and G6 PDFs on
the left-hand side of Figure 6. On the right-hand side of Figure 6 the decrease in the uncertainties of the
G3E and G6 PDFs from removing only the , , / data taken at 8 TeV is illustrated, showing that the major
decrease comes from retaining the , , / data taken at 7 TeV.

However, the , , / data taken at 8 TeV have a major role to play in ensuring that GD̄ ⇠ G3̄ holds at low G,
even though this constraint is not imposed. Without them, one observes G3̄ < GD̄ at low G, as seen in
Figure 7. These data also somewhat reduce the low-G strange distribution and harden the high-G strange
distribution, while softening the high-G G3̄ distribution, as also shown in Figure 7.
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