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PDF determination

• Not all parameters are independent:
• Ag is determined from the momentum sum rule

• Au, Ad from the number sum rules

• Various other choices restrict parameters

• Parametrise PDFs at some low starting scale Q02 (typically a few GeV2), so 𝛂s(Q02) small
• Evolve with DGLAP equations to Q2 > Q02 and confront with data via a X2 fit

How do we determine Parton Distributions? They are not perturbatively calculable …
(Lattice Gauge Theory not yet good enough…) Must extract from experimental measurements!

General 
Parametrisation:
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To determine PDF’s, measurements must account for Q2 dependence. 
 - old measurements averaged over it 
 
How? Bin data in Q2 as well as x,  
• Parameterise at Q2 = Q0

2 ~ few Gev2 

 - Q0
2 big enough for �s(Q0

2) small 
• Evolve with DGLAP equations to  Q2 > Q0

2 
 

Parameterisations, 

Not all parameters are independent, 
• Ag is determined from the momentum sum-rule 
 
 
 
• Au, Ad from the number sum-rules : 
� Various other choices restrict parameters 

 

One specific 
example: EG. simple polynomials, 

Chebyshev polynomials, 
Bernstein polynomials; multi-
layer NNs; …
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SLAC circa 1970

Then measurable quantities like,

depend on a finite number of parameters ( ~15-20)

These structure functions are measured over a very wide, (x,Q2) range
~2500 data points 

So you evolve the partons – using the DGLAP equations – to a Q2 value at which you 
have data and then you predict the measured structure functions from them:

Simply at LO

And by convolution with QCD calculable coefficient functions at NLO and NNLO

Then you fit the data to determine the parameters of the PDFs

The fact that so few parameters allows us to fit so many data points established QCD 
as the THEORY OF THE STRONG INTERACTION and provided the first 
measurements of as (as one of the fit parameters)
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Then measurable quantities like, 
 
Depend on a finite number of parameters ( ~ 15-20) 
 
These structure functions are measured over a very wide, (x,Q2) range  
�  ~2500 data points  
 
 
 
Once you’ve evolved the partons to a Q2 value at which you have data 
you can predict the measured structure functions from them. 
 
Simply at LO 
 
And by convolution with QCD calculable coefficient functions at NLO and 
then fit the data. 

 
 

NC 
CC 
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the outgoing lepton, different Q2 and x ranges can be in-
vestigated, thus examining the electromagnetic and weak
charge distribution inside the proton.
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Fig. 2. Regions of phase space in the x-Q2 kinematic plane
covered by several collider and fixed target experiments.

The advent of the HERA collider in 1992 made it pos-
sible to explore a much wider region in x and Q2 than that
previously accessible at fixed target experiments, with mea-
surements possible down to 10−5 in x and low Q2, in par-
ticular in the non-perturbative region and up to a Q2 of
104 GeV2 in the valence (high-x) region. The kinematic
coverage of the HERA experiments in the x-Q2 plane is
shown in figure 2, compared to that of several fixed tar-
get DIS experiments as well as the phase space covered
by the hadron-hadron collision experiments at both the
Tevatron (pp̄) and the LHC (pp). By exploiting QCD fac-
torisation [9] and utilising the DGLAP [10,11,12] parton
evolution scheme, the HERA parton distribution functions
(PDFs) derived from H1 and ZEUS measurements across
a large range in x can be used as input to calculate pre-
dictions for the LHC at much higher values of Q2. We will
return to these measurements and the calculation and im-
pact of the HERA PDFs in section 8.

3 The HERA collider at DESY

HERA (Hadron Electron Ring Anlage) [13] is so far the
only lepton-proton collider in the world to have been con-
structed2. It was located at the DESY (Deutsches Electro-
nen Synchrotron) laboratory, as pictured in the upper half

2 The conceptual design report of the proposed LHeC
project, a machine to collide a high energy electron beam with
the hadron beams of the LHC, is now available [14].
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Fig. 3. The DESY research centre in Hamburg, Germany. In
the upper photograph, the dashed circles show the path of the
underground ring accelerators PETRA and HERA; the four
large halls containing the HERA detectors are indicated by
the smaller, solid circles. The lower diagram details the system
of pre-accelerators employed in order to produce the proton
and electron beams that were brought into collision at the H1
and ZEUS experiments.

of figure 3, and was in operation during the years 1992 to
2007. The HERA machine accelerated and brought into
collision 27.6 GeV electrons or positrons with 920 GeV
protons3, resulting in a centre of mass energy of 319 GeV.
At the time, this energy represented more than an order
of magnitude increase with respect to the previous fixed-
target experiments and consequently a new and wider
kinematic region was accessible for the first time at HERA.
In the final data taking period the proton beam was accel-
erated to lower energies, first 460 GeV and then 575 GeV,
in order to provide data used for a direct measurement of
the longitudinal structure function FL (see section 8).

The 6.3 km long HERA tunnel is located between 15
and 30 metres below ground, in which electrons and pro-
tons were accelerated in two counter-rotating rings. Four
experiments were located in experimental halls around the
HERA ring: Electron-proton collisions occurred at two in-
teraction points, one in the North Hall where the H1 ex-

3 The proton beam energy was 820 GeV from 1992-1997,
resulting in a centre of mass energy of 300 GeV. The data
recorded during this period amounts to less than 10% of the
total integrated luminosity yield.

4

(x,Q2) kinematic coverage

Note that, for now, we concentrate on constraints from DIS; we will return to talk about additional 
constraints provided by pp collision measurements in a later lecture



Note, the gluon enters indirectly via the DGLAP equations for Q2 evolution,                     
and directly in the longitudinal structure function FL at O(𝝰s)

BUT note we have assumed:           
• u in proton = d in neutron and q=qbar in the sea (in practice violations are very small)
• And need further assumptions like sbar = ¼ (ubar+dbar) and a heavy quark treatment
→ The assumption on sbar is questionable
→ But the heavy quark contributions can be calculated from pQCD

SLAC circa 1970

Assuming u in proton = 
d in neutron – strong-
isospin

Traditionally

Fixed target e/μ p/D data from NMC, BCDMS, E665, SLAC, HERA

F2(e/µp)~ 4/9 x(u +ubar) +1/9x(d+dbar) + 4/9 x(c +cbar) +1/9x(s+sbar

F2(e/µD)~5/18 x(u+ubar+d+dbar) + 4/9 x(c +cbar) +1/9x(s+sbar)

Also use ν, ν fixed target data from CCFR, NUTEV, CHORUS (Beware Fe target 
needs corrections)

F2(ν,νbar N) = x(u +ubar + d + dbar + s +sbar + 
xF3(ν,νbar N) = x(uv + dv ) (provided s = sbar) 

We have 4 equations so we can get ~4 distributions from this: 
e.g. u, d, ubar,  – but need assumptions like =qba for all flavours, sbar = 1/2 (      or 

even s=sbar=0 !, and need heavy quark treatment

(actually heavy quarks can be considered as generated by  gluon to   splitting and their 
distributions are perturbatively calculable- we don’t have to guess).

Note gluon enters only indirectly via DGLAP equations for Q2 evolution

(Beware, Fe target needs corrections; even deuterium is not safe)
, (NOMAD)

E.G.
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𝒪(𝛂s)
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The 4 equations could also come from e+/e- NC/CC scattering on pure proton target – 
HERA 
 
And why might we want to do that? 
 
Because of this – the EMC effect 
 
Heavy targets – and even deuterium – require uncertain nuclear corrections. 

But with  e p  scattering you can get 4 equations at high energy because you need W, Z 
as well as γ exchange. 
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HERA (1992 – 2007)

Prof. M.A. Thomson Michaelmas 2011 200

HERA  e±p Collider : 1991-2007

2 km

e± p27.5 GeV 820 GeV
Ös = 300 GeV

« DESY (Deutsches Elektronen-Synchroton) Laboratory, Hamburg, Germany 

H1

ZEUS

« Two large experiments : H1 and ZEUS
« Probe proton at very high Q2 and very low x• two large experiments: H1 and ZEUS

• probe proton at very high Q2 and very low x

• DESY (Deutsches Elektronen-Synchrotron) Laboratory, Hamburg, Germany

820 – 920 GeV
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SLAC circa 1970

F2(x,Q2) from HERA

earlier fixed target data
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• HERA constitutes the single-most important dataset in any current PDF determination

F2



HERA measurements at large Q2

10

Environments
Jets

PDFs and DIS
Conclusion

DIS cross section and PDFs
Measurements of Structure Functions
PDF Fits

Reduced NC
Cross-sections

Electroweak e↵ects in NC visible
at highest Q2

! direct evidence
for Z 0 exchange

Can extract xF3 from di↵erence
between e

+
p and e

�
p

cross-sections

xF3(x ,Q2) = 1

2Y�
(�̃e

�
p

NC
� �̃e

+
p

NC
)
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• electroweak effects in NC visible at highest Q2

→ direct evidence for Z exchange

• HERA has also provided information at high Q2          

• Z and W become as important as 𝝲 exchange 
• NC and CC cross sections become comparable

@

@ lnQ2

✓
⌃
g

◆
=

↵s

2⇡

✓
Pqq 2nfPqg

Pgq Pgg

◆
⌦

✓
⌃
g

◆
(1)

@qNS

@ lnQ2
=

↵s

2⇡
Pqq ⌦ qNS (2)

P ⌦ f ⌘
Z 1

x

dy

y
P

✓
x

y

◆
f(y,Q2) (3)

@

@ lnQ2

✓
q(x, Q2)
g(x, Q2)

◆
=

↵s

2⇡

✓
Pqq Pqg

Pgq Pgg

◆
⌦

✓
q
g

◆
(4)

P ⌦ f ⌘
Z 1

x

dy

y
P

✓
x

y

◆
f(y,Q2) (5)

d2�(⌫)

dxdy
=

G2
F sx

⇡

⇥
(d(x) + s(x)) + (1� y)2(ū(x) + c̄(x))
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HERA measurements at large Q2

• measurable from low to high x on 
pure proton target; no heavy target 
corrections and no strong isospin 
assumptions

11

• F2 gives the usual sea information

• BUT also new valence structure 
function xF3 due to Z exchange 
(parity violating structure function)

• extraction of xF3 needs both e+p
and e–p measurements

F2 = Σi Ai(Q2) [xqi(x,Q2) + xqi(x,Q2)]
xF3 = Σi Bi(Q2) [xqi(x,Q2) – xqi(x,Q2)]

Ai(Q2) = ei2 – 2 eivivePZ + (ve2+ae2)(vi2+ai2)PZ2

Bi(Q2) =       – 2 eiaiaePZ + 4aiaevivePZ2

PZ2 = Q2/[(Q2+MZ2)(4sin2θWcos2θW)]

–
–



d2s(e-p) = GF
2 M4

W [x (u+c) + (1-y)2x (d+s)] 
dxdy 2px(Q2+M2

W)2

d2s(e+p) = GF
2 M4

W [x (u+c) + (1-y)2x (d+s)]
dxdy 2px(Q2+M2

W)2

MW information
uv at high x dv at high x

Measurement of high-x dv on a pure proton target (one caveat: data only up to x~0.65)

d is not well known because u couples more strongly to the photon. Historically 
information has come from deuterium targets – BUT even Deuterium needs binding 
corrections.  And you have to assume d in proton = u in neutron

12

CC at HERA gives flavour information
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FL

• DGLAP QCD: to lowest order, FL:

Environments
Jets

PDFs and DIS
Conclusion

DIS cross section and PDFs
Measurements of Structure Functions
PDF Fits

FL

In the QPM FL is zero.

In DGLAP QCD to lowest order FLis given by:

FL(x ,Q2) = ↵S

4⇡ x
2

1R
x

dz
z3

·
⇥
16

3
F2(z ,Q2) + 8

P
e
2
q

�
1� x

z

�
zg(z ,Q2)
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which can be, approximately solved to give a measurable gluon
quantity:

xg(x) = 1.8
h

3⇡
2↵S

FL(0.4x)� F2(0.8x)
i
'

8.3
↵S

FL

(determined by measurements of F2 and FL)

James Ferrando QCD Physics - Lecture 2 39 / 59

Environments
Jets

PDFs and DIS
Conclusion

DIS cross section and PDFs
Measurements of Structure Functions
PDF Fits

Measuring FL
at HERA
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The first direct measurements of
FL have now been publisheda.

In addition H1 have produced a
measurementb in an extended Q

2

range: 2.5 < Q
2 < 800GeV

For Q2 > 10GeV measurement
in good agreement with pQCD

aPhys. Lett. B665 (2008) 139,
DESY-09-046

bH1prelim-09-044
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schematically:

at a given x and Q2:
F2 is intercept at y-axis
FL is negative slope

0 1

F2

F2 – FL

y2/Y+

σ1 σ2 σ3

• need to measure at the same x,Q2, different y – use different beam energies  ( Q2 = s.x.y )

• at sufficiently low Q2 can neglect xF3 and write reduced cross section:
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HERA combination

• HERA constitutes the single-most important dataset in any modern PDF determination

• H1 and ZEUS measurements combined in generalised averaging procedure, taking account 
of correlated systematics within and between experiments

• experiments cross-calibrate each other – reduced systematics in combined dataset
• total uncertainties improved by more than √2 in systematics dominated regions

arXiv:1506.06042

https://arxiv.org/abs/1506.06042
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PDFs from a variety of groups

• this is what the PDFs look like – these are measured, not theoretical!

• PDFs are extracted by various groups: 
• 3 main global fitters: CT, MSHT (previously known as MMHT, MSTW and MRS(T)), NNPDF
• others, usually using subsets of data: ABM(P); (J)GR(V); HERAPDF (HERA only); ATLAS, CMS and LHCb Colls., …

various illustrative PDF plots will be shown from now; many historical, not necessarily with the latest PDF versions!
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PDF evolution with Q2

• as seen previously, valence evolve slowly, while sea and gluon evolve very rapidly!
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PDF uncertainties

what do the error bands mean?
part is directly from experimental uncertainties on the measurements
part is due to assumptions – let’s first consider assumptions …
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The u-quark 1984 looks rather different 
than the u-quark 2004

Why?

Obviously experiment has contributed 

HERA data has shown us that at low-x 
the gluon rises very steeply and 
generates a steep behaviour in the 
quarks.. (lecture 6)

But there has also been development 
in relaxing assumptions 

• the u-quark from 1984 looks rather 
different than the u-quark of 2004!   

• WHY?

• obviously experiment has contributed

• HERA data has shown that at low-x 
the gluon rises very steeply and 
generates a steep behavior in the 
quarks (see later)

• BUT also development in relaxing 
model assumptions …

progress over 20 years of PDF fitting
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Regge theory and 
the counting rules 

The NNPDF use a neural net to learn 
the shape of the data rather than 
imposing a specific form of 
parametrisation 

Maybe! 

Model Assumptions 
 

• The mathematical form of the parameterisation 
(The NNPDF use a neural net to learn the shape of the data rather than 
imposing a specific form of parameterisation) 
• For Q2 >> Q0

2 this gets “washed out” provided it’s reasonable… 
• Value of Q0

2 

 
 

• No longer assume: 
•                ,               as in early work 

 
•    independent of x,   bu = bd 

 
• Or  

 
• Or impose values on these parameters like 

 
 

Where did these prejudices from?  
 - Regge theory and counting rules 
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(NB, parameters a, b are as defined
at the start of this Lecture; 

control low and high-x behaviour:

xa (1– x)b
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• We now know that, 

� 

(from neutrino dimuons – maybe!) 

• Charm sea generated by Boson Gluon Fusion (BGF) 
 
 

• We still assume: 
• dproton = uneutron 
• uproton = dneutron 

 •   
 

� MRST QED 2004 challenges this 
 
Maybe not for strange sector 

we will return to this later!rather than ½(ubar+dbar)
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Flavour structure  
Historically an SU(3) symmetric sea was assumed 

u=uv+usea, d=dv+dsea 

usea= ubar = dsea = dbar = s = sbar =K  and c=cbar=0 

Measurements of F2
μn = uv + 4dv +4/3K 

                             F2
μp    4uv+ dv +4/3K 

Establish no valence quarks at small-x because 

F2
μn/F2

μp →1 

But  F2
μn/F2

μp →1/4 as x → 1 

Not to 2/3 as it would for dv/uv=1/2,   

hence it look s as if dv/uv →0 as x →1 

i.e the dv momentum distribution is softer than that of uv- 
Why? Non-perturbative physics --diquark structures? 

How accurate is this? Could dv/uv →1/4 (Farrar and 
Jackson)? 

 

valence flavour structure

… BUT precise behavior not understood:           
data inconclusive, with large nuclear uncertainties; no predictive 
power from current pdfs; conflicting theory pictures;

dv/uv essentially unknown at large x!

Hence it looks as if d/u → 0 as x → 1 
i.e. the dv momentum is softer than that of uv
WHY? Non-perturbative physics...

Prof. M.A. Thomson Michaelmas 2011 197

Giving the ratio

•The sea component arises from processes such as                 . Due to 
the             dependence of the gluon propagator, much more likely to produce 
low energy gluons.  Expect the sea to comprise of low energy  

•Therefore at low x expect the sea to dominate:

Observed experimentally

S(x) dominates

u(x) dominates

•At high x expect the sea contribution to be small

Experimentally

This behaviour is not understood.

Note: would give ratio 2/3 as 
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Figure 8: The ratios dV /uV (left) and F
n
2 /F

p
2 (right) at Q2 = 2 GeV2 among various PDF sets, compared

with the predictions of di↵erent nonperturbative models of nucleon structure.

F
n
2 /F

p
2 ! 4, while for dV ⌧ uV F

n
2 /F

p
2 ! 1/4, giving for x ! 1 the Nachtmann limits [58]

1

4
 F

n
2

F
p
2

 4 . (16)

To address these issues empirically, in Fig. 8 we compare the ratios dV /uV (x,Q2) and
F

n
2 (x,Q

2)/F p
2 (x,Q

2) at Q
2 = 2 GeV2 as predicted by the various PDF sets. The neutron

and proton structure functions F
n
2 (x,Q

2) and F
p
2 (x,Q

2) have been computed at NNLO accu-
racy with APFEL [59] using the FONLL-C general-mass scheme [60]. The arrows on the right
hand side of each panel indicate the expectations from a representative set of nonperturba-
tive models of nucleon structure: SU(6) [61] describes constituent quarks in the nucleon by
SU(6) wave functions; CQM [62,63] is the relativistic Constituent Quark Model in which a SU(6)
symmetry breaking is assumed via a color hyperfine interaction between quarks; NJL [64] is a
modified Nambu–Jona-Lasinio model in which confinement is simulated by eliminating unphys-
ical thresholds for nucleon decay; pQCD [65] stands for a coloured quark and vector gluon model
supplemented with leading order perturbative QCD; DSE1 and DSE2 [66] are two scenarios based
on Dyson-Schwinger equations.

From Fig. 8, we see that in the region in which the valence quarks are constrained by
experimental data, i.e. x . 0.5, the predictions for both ratios from all the PDF sets are in
reasonable agreement with each other within uncertainties, as might be expected. For x & 0.5,
the mutual consistency of PDF sets deteriorates rapidly, and a wide range of di↵erent behaviours
is observed. This is a consequence of the reduced experimental information in this region:
di↵erent PDF collaborations extrapolate to large x using di↵erent assumptions. For those sets
with very weak assumptions on the PDF behaviour at large x, namely NNPDF3.0 and MMHT14,
the uncertainties on the ratios expand rapidly, and at very large x there is no predictive power
at all. For the two sets which assume that dV /uV ! k at large x, namely CT14 and CJ15,
uncertainties are inevitably much reduced and a value of k is predicted. ABM12 is di↵erent again,
in that they find as a result of their fit that bdV > buV at more than two standard deviations
(see Tab. 3), so that dV /uV ! 0 as x ! 1, and an unrealistically small uncertainty band in a
region where there are actually no data.
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dv/uv
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dbar in the sea 
Consider the Gottfried sum-rule (at LO) 
     ∫ dx (F2p-F2n) = 1/3 ∫dx (uv-dv) +2/3∫dx(ubar-dbar) 
If ubar= then the sum should be 0.33 
                    the measured value from NMC = 0.235 ± 0.026 
Clearly  dbar …why?  low Q2 non-perturbative effects,  
                                                                       Pauli blocking,  p →nπ+,pπ0,Δ++π- 

 
 

Flavour structure in the sea 

- 

n 
W+ sbar≠(ubar  

in fact  sbar ~ (ubar+ 
(MAYBE!) 
 
Why? The mass of the strange quark is 
larger than that of the light quarks 
Evidence – neutrino opposite sign 
dimuon production rates 
And even s≠sb ? Because of p→ΛK+ 

s 
c→s μ+� 
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- 

n 
W+ sbar≠(ubar  

in fact  sbar ~ (ubar+ 
(MAYBE!) 
 
Why? The mass of the strange quark is 
larger than that of the light quarks 
Evidence – neutrino opposite sign 
dimuon production rates 
And even s≠sb ? Because of p→ΛK+ 

s 
c→s μ+� 

we now have more detailed shape information from Drell-Yan qqbar→μμ data using pp 
and pD scattering

Note, if we compare this 
difference to the overall size of 
the ubar and dbar PDFs it is 
quite a small effect, and even 
less important at higher scales 

flavour structure in the sea

22

Pauli blocking from valence, suppression of g→uubar relative to g→ddbar; 
meson cloud models:                                          ; …
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exactly how strange is the sea?
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The strange PDF: current knowledge and limitations
Several processes are (in principle) sensitive to strange/antistrange quarks
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CHORUS NuTeV CMS HERMES
[PLBB632 (2006) 65] [PRD64 (2001) 112006] [JHEP 1402 (2014) 013] [PLB 666 (2008) 446]

LHC data not competitive w.r.t neutrino-induced DIS data, large uncertainty on s�
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[Figures taken from JHEP1504 (2015) 040]
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• BUT what is the level of suppression as a function of x? Nobody really knows! 

• appears suppressed at high x BUT not necessarily at low x?

• neutrino measurements only provide information for x ~ 0.1
• PLUS it needs nuclear target corrections, understanding of s → c threshold transition, and of progress of 

the charm quark through the nuclear medium

• and modern LHC data on W and Z production from ATLAS suggest it is not 
suppressed at low x (see later)

A first guess was: sbar = ½(ubar+dbar)
BUT quickly became sbar = ¼(ubar+dbar)

when neutrino dimuon data seemed to indicate suppression (NuTeV, now CHORUS, NOMAD)
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strange ratio
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What is the ratio of the strange parton distribution to the light 
quark PDFs? 

Nobody really knows! 

We had a traditional view that rs(x) ~0.5. Why? 

Because of neutrino opposite-sign dimuon data (NuTeV CCFR) 

But this has been fed into fits CT10, NNPDF, MSTW, ABKM and look at the large 
discrepancies! 

The NuTeV data only provides any information for x~0.1, plus it needs nuclear 
target corrections, plus it needs understanding of the s →c threshold transition- 
note that charm treatment differs between the groups. 

 

 

Ratio 
xs(x)/xd(x) 

ν 
μ- 

W+ 

s c 
s 

μ+ 

ν 

(slightly older PDFs shown here, plot just for illustration purposes)

ratio: xs(x)/xd(x)



s = sbar?

BUT Is the strangeness sector even charge symmetric?
– is this the cause of the NuTeV sin2θW anomaly?

• CTEQ say that current global analysis does 
not require a non-zero xs-(x)= x(s-sbar) Its 
value is in the range

At 90%CL

They also 
give a 
range of 
possible 
shapes

.

s-(x)

x s-(x)

• MRST say there is an asymmetry

<xs-(x)> = 0.0028±0.0012

But this is a very small effect
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Figure 5: Examples of strangeness asymmetry function s−(x) that are consistent with exist-

ing experimental data (left panel); and the corresponding momentum distribution x s−(x)
(right panel).

section can be calculated neglecting quark masses in the Wilson coefficient, since these are
very small compared to the typical energy scale of the W+c̄ system. The range of variation
of dσ/dy for Tevatron Run-2, using the CTEQ6.5Si input PDFs (i = 0 − 4), is shown

in Fig. 6(a). The cross section in the central rapidity region varies by ∼ 30% among the
candidate PDFs. This exceeds the PDF uncertainty estimate obtained using the CTEQ6.5

eigenvector sets (all of which assume the ansatz ( 2) with a fixed r = 0.5). This suggests
that the measurement of this cross section at the Tevatron will provide useful constraints on

the strange distribution.
To make a more realistic feasibility study, it will be necessary to include higher-order

QCD contributions, detector acceptance corrections, and background estimates. Here we

shall only briefly examine how NLO QCD corrections can be expected to affect the above
results. The calculation is carried out by adapting the O(α2

s) cross section formulas for high-

qT W boson production from Ref. [14]. The most important higher-order contributions to the
PDF uncertainty estimate come from the 1-loop corrections to the subprocess g s̄ → W+ c̄,

and the tree-level 2 → 3 process g g → sW+ c̄. (Our NLO contributions are computed with
the constraint qT > 20GeV only and may slightly overestimate the NLO rate if a lower cut is
imposed on pcT to experimentally identify the c-quark jet.) The results are well represented

by an overall multiplicative factor of about 1.3 applied to the LO rapidity distributions
shown in Fig. 6, for all PDF sets. Hence, the NLO correction preserves sensitivity of the

inclusive rapidity distribution to the strange PDF.
Figure 6(b) shows the results of a similar calculation for inclusive W+ c̄ production at

conservation.

13

xs–(x)

Figure 1: The NNLO x(s(x)− s̄(x)) distribution and its uncertainty from NNPDF3.0 [5] (blue

band), MMHT14 [6] (red band) and JR14 [7] (green band) PDF sets at scale Q2 = 4 GeV2.

Results adopted from Ref. [99].

with the strange-antistrange symmetry [88, 98]. Since these results prevent

a definitive conclusion on the existence of s − s̄ asymmetry in the nucleon,

various groups choose different approaches to deal with this asymmetry in the

global analysis of PDFs. For example, the NNPDF3.0 [5], MMHT14 [6] and

JR14 [7] have considered s− s̄ asymmetry in their works while the ABM12 [3],

CT14 [8] and CJ15 [4] have assumed s(x) = s̄(x). A comparison of the results

obtained for the x(s(x)− s̄(x)) distribution and its uncertainty from the NNLO

analyses of NNPDF3.0, MMHT14 and JR14 at scale Q2 = 4 GeV2 have been

shown in Fig. 1 by the blue, red and green shaded band, respectively. As can

be seen, the results have major differences can be related to the differences in

used phenomenological approaches. For example, the x(s(x)− s̄(x)) distribution

from the NNPDF3.0, unlike two other PDF sets, has magnitude even at larger

x. Furthermore, the NNPDF3.0 uncertainty is comparatively large at smaller

x.

As mentioned in the Introduction, beside the phenomenologically determina-

tion of the s− s̄ asymmetry, it can be calculated directly using some theoretical

models based on the light-cone framework. In the previous section, we intro-

10

• Other groups say there is an 
x(s-sbar) asymmetry

BUT this is a very small effect

to provide more flexibility in the shape of the function. We see that, in order to have a non-
trivial strangeness asymmetry, a minimum of 3 parameters—a, b, c in Eq. (7)—are required

to characterize the non-perturbative input function.
The exploration of the strangeness asymmetry sector can be pursued by the same proce-

dure as for s+(x). The experimental constraints are again expected to come mostly from the

ν and ν̄ dimuon production data sets. The results of an extensive study are summarized in

change of # of parameters

goodness-of-fit 3 4 5

−∆χ2
global (3542 pts.) 15 16 16

−∆χ2
µ+µ− (149 pts.) 15 15 16

Table 2: Reduction in χ2 with respect to the reference fit CTEQ6.5S0 due to the introduction

of strangeness asymmetry parameters.

Table 2. This time we use CTEQ6.5S0 as the reference fit, and examine the improvement in

goodness-of-fit due to the introduction of 3 (the minimum) to 5 parameters to characterize
strangeness asymmetry degrees of freedom. The 3-parameter case refers to the set a, b, c;
and the other cases add the parameters d, e in order. The numbers given in this table are

not unique since many equivalent examples have been studied; they are representative of the
general pattern.

Significance of non-zero Strangeness Asymmetry: Compared to the case of s+ (Table

1), we see that the reductions in χ2
global (with respect to CTEQ6.5S0 which has a symmetric

strangeness sea) are insignificant (for the total number of points), and all the reductions
come from the dimuon data sets. Furthermore, the numbers for ∆χ2

µ+µ− are a factor of 3

smaller than those appearing in Table 1; and are below the 90% C.L. figure of 22. Thus,
we consider the improvement on the goodness-of-fit over the no strangeness asymmetry case

to be marginal. This does not mean, however, that experimental evidence is against the
existence of strangeness asymmetry! To the contrary, the latter can be sizable since the
constraints are shown to be weak. Thus, in the next subsection, we shall investigate the

allowed range of this asymmetry, assuming it is non-zero.
One feature of these fits is worth noting: the fitted value for the a parameter of Eq. (7),

if let free, is generally in the range of the theoretical expectation ∼ 0.5—the difference of
the two Regge intercepts of the CP even and odd trajectories. In view of this fact, in further

studies described below, we normally set a = 0.5 and let the other parameters vary, in order
to render the very loosely constrainted fits more stable.

The magnitude of strangeness asymmetry can again be characterized by the first mo-

ment of s−: ⟨x⟩s− =
∫ 1

0
x s−(x,Q0) dx. The best fit to global data, using the minimal

parametrization (d= e = 0 in Eq. (7)), corresponds to ⟨x⟩s− = 0.0018. This value is com-

pletely consistent with those of the previous global analysis [10] and with the recent final

11

(NB,                            ) 



Is it true that u in proton = d in neutron ?
NOT if QED corrections are incorporated in the analysis 

– is this the cause of the NuTeV sin2θW anomaly?

And this is an even 
smaller effect

isospin symmetry assumption?
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progress over 20 years of PDF fitting
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Progress made over 20 years of PDF fitting ( thanks to Wu-ki Tung)

Fixed-tgt HERA DY-W Jets Total

# Expt pts. 1070 484 145 123 1822
EHLQ ‘84 11475 7750 2373 331 21929
DuOw ‘84 8308 5005 1599 275 15187
MoTu ~‘90 3551 3707 857 218 8333
KMRS ~‘90 1815 7709 577 280 10381
CTQ2M ~’94 1531 1241 646 224 3642
MRSA ~’94 1590 983 249 231 3054
GRV94 ~’94 1497 3779 302 213 5791
CTQ4M ~’98 1414 666 227 206 2513
MRS98 ~’98 1398 659 111 227 2396
CTQ6M 02 1239 508 159 123 2029
MRST01/2 1378 530 120 236 2264
Alekhin’03 1576 572 892 270 3309

thanks to Wu-Ki Tung

(even the most recent fits shown here are now rather old, but illustrate a point!)


