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implications for and constraints from the LHC, and Beyond

Claire Gwenlan, Oxford, HT



the SM is not as well known as you might think
In the QCD sector the PDFs limit our 
knowledge - transport PDFs to hadron-hadron 
cross-sections using QCD factorization 
theorem for short-distance inclusive processes 

where X=W, Z, D-Y, H, high-ET jets, prompt-γ  
and    V  is known   
•  to some fixed order in pQCD and EW 
•  in some leading logarithm approximation 
(LL, NLL, …) to all orders via resummation 
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(5 ×10-4 to 5 ×10-2) at 14 TeV 
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The Standard Model is not as well known as you might think in the QCD sector, PDFs limit our knowledge; 
transport PDFs to hadron-hadron cross sections 
using QCD factorisation theorem

where X = W, Z, H, t, jets, prompt-𝝲,…
and 𝞂 is known to some fixed order in pQCD, or in 
some leading logarithm approximation (LL, NLL) to all 
orders via resummation

momentum 
fractions x1

and x2

determined by 
mass and 
rapidity of X
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Taking PDFs from HERA to LHC[Determining full PDFs]

[Back to factorization]

Suppose we produce a system of
mass M at LHC from partons with
momentum fractions x1, x2:

I M =
p
x1x2s

I rapidity y =
1

2
ln

x1

x2

pseudorapidity ⌘ ⌘ ⌘ ln tan ✓
2

= rapidity for massless objects

. 5 at LHC

Are PDFs being used in region where
measured?

Only partial kinematic overlap

I DGLAP evolution is essential for
the prediction of PDFs in the
LHC domain.
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PDFs: the situation today
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pdf luminosities (LHC@14TeV)
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why large x PDFs matter

BSM searches at LHC currently limited by (lack of) knowledge of large x PDFs

Empowering	pp	Discoveries	

SUSY,	RPC,	RPV,	LQS..	

External,	reliable	input	(PDFs,	factorisation..)	is	crucial	for	range	extension	+	CI	interpretation			

GLUON	 QUARKS	

Exotic+	Extra	boson	searches	at	high	mass	

ATLAS	
today	

arXiv:1211.5102

many interesting processes at LHC are 
gg initiated – top; Higgs; BSM, EG. 
gluino pair production, LQs etc.; … current BSM searches at high mass also 

limited by large x valence and sea quark 
uncertainties

arXiv:1707.02424arXiv:1607.03669

pdf uncertainty dominates

https://arxiv.org/abs/1211.5102
https://arxiv.org/abs/1707.02424
https://arxiv.org/abs/1607.03669
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and other LHC measurements …

7

Why better PDFs?

High-mass BSM cross-sections

Dominant TH unc for MW measurements at LHC

Higgs coupling measurements
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ATLAS MW, arXiv:1701.07240
CMS sin2𝞋W, arXiv:1806.00863

BLUE: vary sin2𝞋eff for fixed pdf
ORANGE: NNPDF3.0 pdf uncertainty for fixed sin2𝞋eff

… such as precision MW, sin2𝞋W (where small discrepancies may indicate BSM physics) 
and Higgs, are also limited by PDF uncertainties at medium x, where we know 
PDFs best!

AFB: forward-backward asymmetry

https://arxiv.org/abs/1701.07240
https://arxiv.org/abs/1806.00863
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what do we know well in the SM?

W and Z production have been 
considered as good standard candle 
processes with small theoretical 
uncertainty; can be used as a 
luminosity monitor?

PDF uncertainty is THE dominant 
contribution; most PDF groups 
quote uncertainties of about 3 –
4% 

just a few years ago predictions were coming into better agreement – CTEQ and MSTW predictions agreed 
well within their quoted uncertainties BUT new PDF sets have come on to the ‘market’ which show 
stronger disagreements …

BUT PDF uncertainties from one 
group do not always cover 
differences BETWEEN groups!

Z/γ* (W) l (ν)

l 

q (’)

q



7
arXiv:1201.1295

Let’s look at how PDFsets have 
evolved since LHC startup 
MSTW08-now MMHT14 
CTEQ66–  CT10-now CT14 
HERAPDF1.0— 1.5-now 2.0 
NNPDF2.0—..now 3.1 
ABKM09— ABM11-now ABMP16 
GJR08- now JR14 
Overall disagreement ~8% in W,  cross-
sections 
The first PDF4LHC recommendation was 
to take the envelope of the NNPDF, 
MSTW, CTEQ predictions – but even this 
may not be enough! 

Plots from G.Watt -MSTW 
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sections 
The first PDF4LHC recommendation was 
to take the envelope of the NNPDF, 
MSTW, CTEQ predictions – but even this 
may not be enough! 

Plots from G.Watt -MSTW Let’s look at how PDFs have evolved since 
LHC startup

MSTW08 – now MSHT20
CTEQ66 – CT10, 14 – now CT18
NNPDF2.0 – 2.1, 2.3, 3.0 – now 3.1
HERAPDF1.0 – 1.5 – now 2.0
ABKM09 – ABM11, 12 – now ABMP16
GJR08 – now JR14

overall disagreement about 8% in W cross sections
PDF4LHC recommendation (arXiv:1510.03865) takes envelope of NNPDF, 
MMHT, CTEQ predictions – but even this may not be enough!

https://arxiv.org/abs/1201.1295
https://arxiv.org/abs/1510.03865
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1. use of different 𝝰s(MZ) values; a 
common value would bring some of 
the predictions into better agreement

2. different ways of accounting for heavy 
quark production and different 
values of the heavy quark mass

3. different input datasets (or different 
cuts on data sets), with different levels 
of consistency and different hidden 
systematics, EG. evaluation of nuclear 
target corrections for data taken on 
heavy targets

4. there are differences in philosophy 
regarding choices of PDF 
parameterisation and model
prejudices which are imposed

Let’s look more closely at some of these points 

Why these disagreements? 
1. Use of different values of αS(MZ). A 

common value would bring some of 
the predictions into better agreement 

2. Different ways of accounting for 
heavy quark production and different 
values of the heavy quark mass. 

3. Diifferent input data sets, with 
different levels of consistency  and 
different hidden systematics- like the 
evaluation of nuclear target 
corrections for data taken on heavy 
targets 

4. There are some differences in 
philosophy regarding choices of  PDF 
parametrisation and theoretical and 
model prejudices which are imposed 

 
 
 

why these disagreements?
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Fig. 3: Sea (xS) and gluon (xg) PDFs at various Q2: left plot; from the ZEUS-S global PDF analysis not including HERA
data; right plot: from the ZEUS-S global PDF analysis including HERA data. The inner cross-hatched error bands show
the statistical and uncorrelated systematic uncertainty, the outer error bands show the total uncertainty including experimental
correlated systematic uncertainties, normalisations and model uncertainty.
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Fig. 4: LHCW+ rapidity distributions and their PDF uncertainties due to the eigenvectors 3,7 and 11 of the ZEUS-S analysis.
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impact of HERA on LHC – one example

improvement comes from improvement in low x gluon; at the LHC, the qqbar which make the boson 
are mostly sea partons at low x, and at high scale Q2 ~ MW2, sea is driven by g → qqbar splitting
NOTE only experimental uncerts. shown – model are not included – so final uncertainties larger than shown
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WHY such an improvement? -It’s due to the improvement in the low-x gluon   
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And at high scale, Q2~MZ

2,  the sea is driven by the gluon by g→q qbar splitting 
NOTE these predictions show uncertainty due to experimental errors only- model errors are 
not included- so the final uncertainties will be larger than shown. 
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Let’s look at how PDFsets have 
evolved since LHC startup 
MSTW08-now MMHT14 
CTEQ66–  CT10-now CT14 
HERAPDF1.0— 1.5-now 2.0 
NNPDF2.0—..now 3.1 
ABKM09— ABM11-now ABMP16 
GJR08- now JR14 
Overall disagreement ~8% in W,  cross-
sections 
The first PDF4LHC recommendation was 
to take the envelope of the NNPDF, 
MSTW, CTEQ predictions – but even this 
may not be enough! 

Plots from G.Watt -MSTW 

The different HQ schemes certanily 
accounts for some of the difference 
between NNPDF2.0 (ZMVFN) and 
CTEQ/MSTW- See the update of 
NNPDF2.1 below 
if quarks are massive then charm 
production will be suppressed at 
threshold and the light quark densities 
will increase to compensate-since what 
is fitted is low-scale DIS data- this in 
turn leads to slightly larger W/Z cross-
sections. 
The same effect explains why a larger  
choice of charm mass leads to a larger 
W/Z cross-section .  

The difference in HQ treatment also 
explains the much of the difference in 
the ABKM result and those of 
MSTW/CTEQ since the ABKM HQ 
treatment is closest to a fully FFN 
treatment 

HQ scheme choice certainly accounts for 
some of the difference between 
NNPDF2.0 (ZMVFN) and CTEQ/MSTW
cf. update to NNPDF2.1 (GMVFN) below

if quarks massive then charm production 
suppressed at threshold and light quark 
densities increase to compensate – since what 
is fitted is low-scale DIS data – this in turn 
leads to slightly larger W/Z cross sections

same effect means a larger choice of charm 
mass leads to a larger predicted W/Z cross 
sections

HQ treatment also explains much of difference 
in ABKM result cf. CTEQ/MSTW, since ABKM 
treatment is closest to a fully FFNS treatment

impact of HQ scheme
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LHC W and Z cross section predictions 
(at 7 TeV) as a function of charm mass 
using different HQ schemes

if fixed Mc used, spread is considerable 
BUT if each prediction taken at its own 
optimal mass (determined by treating Mc as a 

free parameter in the fit – see Lecture 5), spread 
dramatically reduced 

We then use each of these schemes to 
predict W and Z cross-sections at the LHC 
(at 7 TeV) as a function of charm mass 
parameter 
If a fixed value of mc is used then the 
spread is considerable (~6%)- but if each 
prediction is taken at its own optimal mass 
value the spread is dramatically reduced 
(~2%) even when a Zero-Mass (ZMVFN) 
approximation has been used  

The PDFs MSTW08, CTEQ6.6,  NNPDF2.0 
do NOT use charm mass parameters at the 
optimal values- and this partly explains 
their differing predictions. 
Note NNPDF HAS now moved upwards –
heavy quarks scheme now used 
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√
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c values for each scheme are indicated by the stars. The horizontal
dashed lines show the resulting spread of the predictions when choosingMc = Mopt
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PDFs MSTW08, CTEQ6.6, NNPDF2.0 
do NOT use charm mass parameters at 
the optimal values – this partly explains 
the differing predictions

(Note, NNPDF has now moved up –
GMVFN scheme now used)



what we saw
(we actually measure 
the lepton asymmetry)
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So what  did we actually see? 

CMS W data in the muon decay channel 

. 

The data reach lower-x than Tevatron data and 
clearly disfavour MSTW2008 –update to MMHT14 

Where it is the asymmetry in the 
pseudorapidity spectrum for the decay 
leptons W→ e νe that we actually measure 

Which translates into a difference in predictions 
for the W-lepton asymmetry 

15 

  W-asymmetry AW = [σ(W+) – σ(W-)]/ [σ(W+) + σ(W-)] 
Why is this interesting? – because it tells us about valence quarks 
Dominantly, at LO     Aw= (u(x1) dbar(x2) – d(x1) ubar(x2))  
                                          (u(x1) dbar(x2) + d(x1) ubar(x2)) 
And  at central rapidity x1= x2 and 
assuming ubar = dbar   (at small x)  
So Aw~ (u – d)   =      (uv – dv)   
              (u + d)      (uv + dv + 2 qbar ) 
And the PDF predictions for valence differ at small-x 
 

ATLAS data probe precisely the  
x range 10-3< x < 10-1 where the 
difference is maximal 

This translates to a difference in predictions for 
the W-asymmetry 

since PDF uncertainty feeding into all of W+, W- and Z is dominated by the gluon, strong 
correlation in uncertainties, which can be reduced by taking ratios, 

EG W asymmetry:

12

W asymmetry
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clearly disfavour MSTW2008 –update to MMHT14 

Where it is the asymmetry in the 
pseudorapidity spectrum for the decay 
leptons W→ e νe that we actually measure 

Which translates into a difference in predictions 
for the W-lepton asymmetry 

PDF Set �(W +).B(W + � l+�l) �(W�).B(W� � l��̄l) �(Z).B(Z � l+l�)
ZEUS-JETS [7] 11.87 ± 0.45 nb 8.74 ± 0.34 nb 1.89 ± 0.07 nb
ZEUS-S [2] 12.07 ± 0.41 nb 8.76 ± 0.30 nb 1.89 ± 0.06 nb
CTEQ6.1 [3] 11.66 ± 0.56 nb 8.58 ± 0.43 nb 1.92 ± 0.08 nb
CTEQ6.5 [8] 12.44 ± 0.47 nb 9.12 ± 0.36 nb 2.04 ± 0.07 nb
MRST01 [1] 11.72 ± 0.23 nb 8.72 ± 0.16 nb 1.96 ± 0.03 nb
MRST04 [9] 11.74 ± 0.23 nb 8.71 ± 0.16 nb 1.96 ± 0.03 nb

Table 1: LHC W/Z cross-sections for decay via the lepton mode, for various PDFs

Figure 3: The lepton asymmetry, Ae, as predicted by MRST04 (left) and CTEQ6.1 (centre)
PDFs. Right: the Z/W ratio, AZW , as predicted by CTEQ6.1 PDFs

the ATLFAST fast simulation of the ATLAS detector, which smears the 4-momenta of the
leptons to mimic momentum dependent detector resolution. The following selection cuts are
then applied: pseudorapidity, |�| < 2.4, to avoid bias at the edge of the measurable rapidity
range; pte > 25 GeV, since high pt is necessary for electron triggering; missing Et > 25 GeV,
since the �e in a signal event will have a correspondingly large missing Et; no reconstructed
jets in the event with pt > 30 GeV and recoil on the transverse plane precoil

t < 20 GeV, to
discriminate against QCD background. The lower half of Fig. 2, shows the e± spectra at the
detector level after application of cuts and smearing. Comparing the uncertainty at central
rapidity, rather than the total cross-section, we see that the uncertainty estimates are rather
larger: 5% for ZEUS-S; 8% for CTEQ6.1M and about 3% for MRST01. Considering both
Fig. 2 and Table 1 we conclude that the spread in the predictions of these di�erent PDF sets
is larger than the uncertainty estimated by the individual analyses. Currently the overall
uncertainty of these NLO predictions is � 8% This suggests that measurements which are
accurate to � 4% could discriminate between PDF sets.

Since the PDF uncertainty feeding into the W +, W� and Z production is dominated by
the gluon PDF, for all three processes, there is a strong correlation in their uncertainties,
which can be removed by taking ratios. The PDF uncertainties on the W asymmetry

AW = (W+ �W�)/(W+ + W�).

at central rapidity are dependent on the u and d valence PDFs at small x, x � 0.005. This
is simply understood from LO QCD

AW = (uv � dv)/(uv + dv + ū + d̄).

DIS 2007DIS 2007 1111
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is simply understood from LO QCD
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which tells us about 
valence quarks at central rapidity, x1=x2, and assuming ubar=dbar

→

valence quark differences translate into differences in W asymmetry, 
and thus the W-lepton asymmetry that we measure
LHC probes precisely the x range 10-3 < x < 10-1 where differences 
maximal

MSTW08 clearly 
disfavoured – update 
to MMHT14!
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LHC W and Z production and the strange sea
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There is more information 
in differential distributions 

Flavour contributions to W and Z for the usual assumption 
that strange sea is suppressed ~0.5 of d-type sea 

This is the ratio of Z and W cross-
sections for strange = d-type sea  / 
strange = 0.5 d-type sea 
This is a small effect ~ 4%-  
can we see it? 

contribution to W and Z by quark flavour for usual 
assumption that strange sea is suppressed, ~ ½ of the 
d-type sea

shown are the ratios of 
(strange = d-type sea) / 
(strange = 0.5 × d-type sea)
for W and Z production

this is a small effect ~4% –
can we see it?

the strange PDF is poorly known!



YES we can: ATLAS W, Z from 37 pb-1 2010 7 TeV data

shown are NNLO predictions for these data for two assumptions 
on strangeness:

ATLAS inclusive W and Z production

14
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YES WE CAN: ATLAS W,Z data:-  from 37pb-1 2010 data 
 NNLO  PDF predictions for these data are shown for two assumptions about 
strangeness: s/d = 0.5 fixed and s/d = rs (1-x) (Cs-Cd) – fitted. The fit gives rs = 1.0 ± 0.25 
 It is a testament to the accuracy of the measurement that we can tell the difference 
strange = d-type sea  
at x~0.01 
ATLAS strange fit 
Strangeness 
suppressed fit 
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strangeness suppressed fit

ATLAS strange fit



impact of LHC on today’s PDFs

       x  
4−10 3−10 2−10 1−10

) [
re

f] 
2

) /
 u

 ( 
x,

 Q
2

u 
( x

, Q

0.9

0.95

1

1.05

1.1

1.15 NNPDF3.1

NNPDF3.1 no LHC

NNPDF3.1 NNLO, Q = 100 GeV

       x  
4−10 3−10 2−10 1−10

) [
re

f] 
2

) /
 d

 ( 
x,

 Q
2

d 
( x

, Q

0.9

0.95

1

1.05

1.1

1.15 NNPDF3.1

NNPDF3.1 no LHC

NNPDF3.1 NNLO, Q = 100 GeV

       x  
4−10 3−10 2−10 1−10

) [
re

f] 
2

 ( 
x,

 Q
+

) /
 c

2
 ( 

x,
 Q

+ c

0.8

0.9

1

1.1

1.2

1.3
NNPDF3.1

NNPDF3.1 no LHC

NNPDF3.1 NNLO, Q = 100 GeV

       x  
4−10 3−10 2−10 1−10

) [
re

f] 
2

) /
 g

 ( 
x,

 Q
2

g 
( x

, Q
0.9

0.95

1

1.05

1.1

1.15 NNPDF3.1

NNPDF3.1 no LHC

NNPDF3.1 NNLO, Q = 100 GeV

Figure 4.27: Same as Fig. 4.4 but now excluding all LHC data. Results are shown for the up (top left),
down (top right), charm (bottom left) and gluon (bottom right) PDFs.

variant of the NNPDF3.1 NNLO default PDF determination in which all deuterium data are
corrected using the same nuclear corrections as used by MMHT14 (specifically, Eqs. (9,10) of
Ref. [7]).

In terms of fit quality we find that the inclusion of nuclear corrections leads to a slight
deterioration in the quality of the fit, with a value of �

2
/Ndat = 1.156, to be compared to

the defaut �
2
/Ndat = 1.148 (see Table 3.1). In particular we find that for the NMC, SLAC,

and BCDMS data the values of �
2
/Ndat with (without) nuclear corrections are respectively

0.94(0.95), 0.71(0.70), and 1.11(1.11). Therefore, the addition of deuterium corrections has no
significant impact on the fit quality to these data.

The distances between PDFs determined including deuterium corrections and the default are
shown in Fig. 4.30. They are seen to be moderate and always below the half-sigma level, and
confined mostly to the up and down PDFs, as expected. These PDFs are shown in Fig. 4.31,
which confirms the moderate e↵ect of the deuterium correction. It should be noticed that the
PDF uncertainty, also shown in Fig. 4.31, is somewhat increased when the deuterium corrections
are included. The relative shift for other PDFs are yet smaller since they are a↵ected by larger
uncertainties, which are also somewhat increased by the inclusion of the nuclear corrections.

In view of the theoretical uncertainty involved in estimating nuclear corrections, and bearing
in mind that we see no evidence of an improvement in fit quality while we note a slight increase
in PDF uncertainties when including deuterium corrections using the model of Ref. [7], we
conclude that the impact of deuterium corrections on the NNPDF3.1 results is su�ciently small
that they may be safely ignored even within the current high precision of PDF determination.
Nevertheless, more detailed dedicated studies of nuclear corrections, also in relation to the
construction of nuclear PDF sets, may well be worth pursuing in future studies.

61

up down

charm gluon

(NNPDF3.1 includes modern √s=7 and 8 TeV LHC data on W,Z+top+jets+ZPt)

arXiv:1706.00428
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https://arxiv.org/abs/1706.00428
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Tevatron jet data is today considered to 
lie within PDF uncertainties 
(EG. CTEQ; arXiv:0303013)

we can decompose PDF uncertainties into eigenvector 
combinations of fit parameters – largest uncertainty in this 
case is from eigenvector 15, dominated by high x gluon

BSM physics – what do we not know well?

CDF
PDF uncertainties matter for BSM physics

EG. Tevatron jet data originally taken as evidence 
for BSM

something seemed to be going on at high ET;
special PDFs like CTEQ4/5HJ were even tuned to describe it 
better, though quality of fit to other data deteriorated

BUT this was all before PDF uncertainties 
were seriously considered!

https://arxiv.org/abs/hep-ph/0303013
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why large x PDFs matter

what consequences might our lack of knowledge of the large x gluon have?

S.Ferrag 

MJJ (GeV) 

d
s/

d
M

 

Such PDF uncertainties  in the jet cross sections compromise the LHC potential for 
discovery of any new physics which can written as a contact interaction     E.G. Dijet cross 
section potential sensitivity to compactification scale of extra dimensions (Mc) reduced 
from ~6 TeV to 2 TeV.  
 

And what consequences might our lack of knowledge of the 
low-x gluon  have? 

S. Ferrag + A Djouadi 

2XD 

4XD 

6XD 

SM 

Mc  = 2 TeV, 
no PDF error  

Mc  = 6 TeV, 
no PDF error  

Mc  = 2 TeV, 
with PDF error  

Mjj

d𝞂
/d

M
jj

EG. such PDF uncertainties in jet cross sections compromise the LHC potential for 
discovery of new physics; one example: dijet cross section potential sensitivity to 
compactification scale of extra spatial dimensions (Mc) reduced from about 6 → 2 TeV

Mc = 2 TeV, 
no PDF uncertainty

Mc = 6 TeV, 
no PDF uncertainty

Mc = 2 TeV, 
with PDF uncertainty

arXiv:0407303

https://arxiv.org/abs/hep-ph/0407303
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what about LHC jet data?
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ATLAS inclusive jet cross sections at 7, 8 and 13 TeV, now probing up to pt ~ 3.5 TeV
and dijet cross sections up to invariant masses mjj ~ 9 TeV !
(there are also three-jet and four-jet measurements) – and nothing NEW seen so far

arXiv:1711.02692
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Figure 6: Dijet cross-sections as a function of mj j and y⇤, for anti-kt jets with R = 0.4. The statistical uncertainties
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ate the experimental systematic uncertainties. The data are compared to NLO pQCD predictions calculated using
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T exp(0.3y⇤) as the QCD scale and the CT14 NLO PDF set, to which non-perturbative and
electroweak corrections are applied. The light gray (yellow in the online version) shaded areas indicate the predic-
tions with their uncertainties. In most mj j bins the experimental systematic uncertainty is smaller than the theory
uncertainties and is therefore not visible.
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LHC jet cross section measurements

arXiv:1711.02692
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measurements have been 
quantitatively compared to NLO 
QCD predictions using different 
PDFs

there is progress in both range and 
precision of measurements, AND in 
different PDF predictions, EG. 
previously ABM11 was very bad (see 
arXiv:1410.8857), ABMP16 is not

NNLO QCD calculations also now 
available (arXiv:1611.01460, 1705.10271)

can we use these data to improve 
our knowledge of PDFs?

https://arxiv.org/abs/1711.02692
https://arxiv.org/abs/1410.8857
https://arxiv.org/abs/1611.01460
https://arxiv.org/abs/1705.10271
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Figure 14: The impact on the gluon PDF errors at NNLO of including the ATLAS [23] and
CMS [24] 7 TeV jet data in the global fit. The ratio of the 68% C.L. errors to the baseline
fit is shown. For the LHC case, Rhigh and pjet? are taken.
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Figure 15: The impact on the gluon PDF errors of including the LHC [23, 24] and Teva-
tron [14, 15] data in the global fit. The ratio of the 68% C.L. errors to the baseline fit is
shown and the NLO (NNLO) case is shown in the left (right) figures. For the LHC case,
Rhigh and pjet? are taken.
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LHC jet data: impact on global PDF fit

EG. MMHT PDF (arXiv:1711.05757)

impact on gluon PDF from inclusion of 
inclusive jet data from 

ATLAS (arXiv:1410.8857), 
CMS (arXiv:1406.0324),  
Tevatron (arXiv:1110.3771, 0701051)

treatment of correlated systematic 
uncertainties must be carefully 
considered for ATLAS jet data, and fitting 
all data together has proved problematic 
(MMHT decorrelated certain systematics; issue 

also seen by ATLAS, CT, NNPDF)

can also take ratios of jet cross sections at different CM energies, EG. arXiv:1304.4739
– exp. uncerts. reduced in ratio; PDF sensitivity remains since different beam energies probe different x,Q2 for same pt and y 

https://arxiv.org/abs/1711.05757
https://arxiv.org/abs/1410.8857
https://arxiv.org/abs/1406.0324
https://arxiv.org/abs/1110.3771
https://arxiv.org/abs/hep-ex/0701051
https://arxiv.org/abs/1304.4739
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HM Drell-Yan and the photon PDF

arXiv:1607.03669
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Figure 3: Measured differential cross-section at the Born level within the fiducial region (electron pT > 25 GeV and |η| < 2.5) with statistical,
systematic, and combined statistical and systematic (total) uncertainties, excluding the 1.8% uncertainty on the luminosity. The measurement
is compared to FEWZ 3.1 calculations at NNLO QCD with NLO electroweak corrections using the Gµ electroweak parameter scheme. The
predictions include an additional small correction from single-boson production in which the final-state charged lepton radiates a real W or
Z boson. On the left, in the upper ratio plot, the photon-induced (PI) corrections have been added to the predictions obtained from the
MSTW2008, HERAPDF1.5, CT10, ABM11 and NNPDF2.3 NNLO PDFs, and for the MSTW2008 prediction the total uncertainty band arising from the
PDF, αs, renormalisation and factorisation scale, and photon-induced uncertainties is drawn. The lower ratio plot shows the influence of the
photon-induced corrections on the MSTW2008 prediction, the uncertainty band including only the PDF, αs and scale uncertainties. On the
right, the results are shown for a restricted range of mee.
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High mass Drell-Yan data can also be searched for BSM effects

if/when none found, then a precision 
measurement can improve the 
knowledge of high x sea quark 
PDFs

LHC measurements at √s=7,8 TeV showed little 
PDF discrimination BUT evidence for a QED effect 
– some events are photon induced, ie. there is a 
photonic component in the proton 
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top-quark pair production
LHC top quark pair data have sensitivity primarily to high x gluon BUT
ATLAS/CMS agreement not very good – particularly for mtt
(and even within a single experiment there are discrepancies when fitting different spectra, see EG. arXiv:1909.10541)

14 

Top production also has PDF sensitivity  primarily to the high-x gluon BUT 
CMS/ATLAS agreement is not very good – particularly for mtt 
 

The only PDF group to use these data so far are NNPDF and they 
make choices, they use some spectra and not others 

PDF groups are making choices for these measurements; they use some spectra and not others
JHEP04(2017)044
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Figure 11. Same as figure 5 for the invariant mass distribution of the top-antitop pair, mtt̄.

Moving to normalized distributions, table 4, one finds χ2 values that are in general

higher than those from the absolute case. In the case of the ptT distribution, the agreement

between normalized data and theory is generally poor for all PDF sets and for both AT-

LAS and CMS, except for HERAPDF2.0 in the former case. For the normalized yt and

ytt̄ distributions, HERAPDF2.0 provides a reasonable description except for the CMS yt
distribution, where one finds χ2 ≃ 5. None of the other NNLO sets achieves a satisfactory

description of these two distributions.

Concerning the normalized invariant mass mtt̄ distribution, there is a stark difference

between the comparisons of the ATLAS and the CMS measurements with theory. In the

former case, NNPDF3.0, CT14 and MMHT14 lead to a good χ2, while for the latter the

same PDF sets lead to a much worse χ2. For this distribution, HERAPDF2.0 provides a

poor description of both ATLAS and CMS data, while ABM12 can successfully describe

the CMS data at the price of a very poor χ2 to the ATLAS measurements. Therefore, it

seems not possible to achieve a simultaneous satisfactory description of both the ATLAS

and CMS normalized mtt̄ distributions. As we will show in the next section, the same

conclusions hold after the PDF fit.

A pattern arises from both figures 5–12 and from the χ2 comparisons in tables 3–4:

a certain degree of tension is present between the ATLAS and CMS measurements. This

– 18 –
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ATLASpdf21 
• NEW ATLASpdf21 fit – arXiv:2112.11266
• HERA + diverse set of ATLAS measurements (inclusive 

V, V+Jets, ttbar, QCD jets, direct-𝝲)
• taking account of statistical and systematic correlations 

within and between datasets

• some example results:
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Figure 18: ATLASpdf21 'B distribution showing experimental uncertainties evaluated with ) = 1 (red), model
(yellow) and parameterisation (green) uncertainties. Experimental, model and parameterisation uncertainties are
cumulative. The lower panel illustrates the fractional uncertainties.
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7

Why better PDFs?

High-mass BSM cross-sections

Dominant TH unc for MW measurements at LHC

Higgs coupling measurements
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Gluon-Fusion Higgs production, LHC 13 TeV

Borchemsky et al 2015

HXSWG YR4

ATLAS 2017

HXSWG 2016

Juan Rojo                                                                                                               POETIC8, Regensburg, 19/03/2018

NNLO

Higgs – is it the SM Higgs?
what the SM predicts depends on which PDF you chose

Must use (at least) NNLO calculations and PDFs 

– differences to NLO are LARGE (for ggH, N3LO QCD now available)

Also note the strong 𝝰s dependence; 
this is a contentious issue; a recent bench-marking study gets better agreement by taking all 
NNLO PDFs at 𝝰s(MZ) =0.118

PDF+𝝰s dominant theory uncertainty on calculations of H cross sections

inclusive H production uncertainties
(arXiv:1602.00695)
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https://arxiv.org/abs/1602.00695


Higgs production depends on gg luminosity, which also differs between PDF groups; 
H(125) is about as good as it gets – still a spread in ggH cross section of 𝒪(10%)
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concentrate on datasets sensitive to mid-to-high-x; and not already systematics 
dominated

what we might expect in the future: HL-LHC PDFs

26

study PDF constraints expected 
from LHC measurements by end of 
the HL-LHC phase (2026 ~ 2038)

ATLAS+CMS 3 ab-1

LHCb 0.3 ab-1

(studies in arXiv:1810.03639; prepared for CERN 

Yellow Report, arXiv:1902.04070)

Hessian profiling of PDF4LHC15
with tolerance T=3

• systematic uncertainties taken from existing data;
• treated as uncorrelated, with factor fcorr=0.5, chosen 

to approximately reproduce effect of syst. correlations 
in existing measurements;

• variable factor fred to estimate improvement to systs. 

https://arxiv.org/abs/1810.03639
https://arxiv.org/abs/1902.04070


HL-LHC parton luminosities
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qq
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qqbar
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arXiv:1810.03639

scenario A: conservative
scenario C: optimistic

(together with intermediate scenario B, 
all are available in lhapdf format) 
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can we do better? ep colliders!

energy recovery LINAC
e beam: up to 60 GeV
Lint ⟶ 1 ab-1  (1000× HERA ; per 10 yrs)

operating synchronously with and using 
p beam from:

• the HL-LHC (or HE-LHC)
p: 7 (14) TeV, √s ≈ 1.3 (1.8) TeV

• and/or later using an FCC (LE)         
p: 50 (20) TeV, √s ≈ 3.5 (2.2) TeV

The	Far	Future	of	CERN	

A	Design	Study	of	a	joint	electron-positron,	hadron-hadron	and	electron-hadron	complex	
Most	recent	FCC	workshop:	Amsterdam,	April	2019.						Conceptual	Design	Report:	1/19	
Key:	100	TeV	pp	collider	housed	in	a	100	km	tunnel,	suitable	for	ee.	and	adjacent	ep.	
	
CERN	has	also		been	pursuing	a	linear	ee	collider	design,	CLIC,	with	energy	up	to	3	TeV	

e	ERL	

January 24, 2018 1:15 WSPC/INSTRUCTION FILE ws-ijmpcs

2 M. Kuze

with the 50 TeV p-beam of the planned FCC (Future Circular Collider), with a cms
energy of 3.5 TeV. Both ideas have an option to use a beam of nuclei in addition to
the proton beam.

Since such a facility uses a beam of the already built hadron collider, it can be
realized at an a↵ordable cost. It can run concurrently with hadron-hadron collision
experiments, and provides much cleaner collision environment than h-h experiments
(negligible pile-up), while realizing higher cms energy than e

+
e
� colliders.

LHeC	ERL	Baseline	Design	

Concurrent	operaDon	to	pp,	LHC	becomes	a	3	beam	faclity.	P	<	100	MW.	CW		
Fig. 1. Layout of Energy Recovery LINAC2.

2. Machine and Detector

The proposed electron machine for LHeC/FCC-eh is an energy recovery LINAC
(ERL), which is a horserace-track like ring with two 10 GeV LINACs. After three
turns, the beam is accelerated to 60 GeV. The circumference of the ring is approxi-
mately 9 km (see Fig. 1). A unique characteristic of the ERL is that the beam after
the collision runs in the same LINAC at an opposite phase to the accelerated beam
and is thus decelerated, giving back the power for acceleration. In this way the RF
power is recycled and a lot of wall-plug power consumption can be saved.

The LINAC has a series of 802 MHz five-cell superconducting cavities with an
accelerating gradient of 18 MV/m. With high current electron beam, the collider
aims at an instantaneous luminosity of 1034 cm�2s�1, providing physics dataset of
100 fb�1 per year. A small-scale ERL demonstrator called PERLE3 is proposed at
LAL, Orsay. It will have two LINACs with four cavities each, which after three
turns give ⇡ 400 MeV beam of ⇡ 15 mA. The main purpose of PERLE is to probe
the ERL operation in multi-Megawatt regime and the multipass mode with a very
high current, but also a low-energy, high-intensity ep/eA(�p/�A) physics program
can be envisaged.

Also detector designs are ongoing in the LHeC/FCC-eh working group aiming at
optimization of physics performance. Because of the large asymmetry of the beam
energies, the detector is also asymmetric like the detectors at HERA. Very low-angle
tagging of particles is important so the detector coverage extends to high repidity.
Fig. 2 shows a schematic of a detector design.

☨ FCC (LE): a lower energy configuration that could operate 
earlier in an FCC tunnel, using current magnet technology

proposed ep colliders: LHeC, FCC-eh



kinematic coverage
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opportunity for 

unprecedented 
increase in DIS 

kinematic reach; 
×1000 increase in lumi. 

cf. HERA

no nuclear corrections, 
free of symmetry 

assumptions, 
N3LO theory possible, 

…

precision pdfs up 
to x→1, 

and exploration of 
small x regime; 
plus extensive 

additional physics 
programme

⨉15/120 extension in Q2,1/x reach vs HERA

Physics	with	Energy	Frontier	DIS	

Raison(s)	d’etre	of	the	LHeC	
	
	
Cleanest	High	Resolution		
Microscope:	QCD	Discovery	
	
Empowering	the	LHC		
Search	Programme	
	
Transformation	of	LHC	into	
high	precision	Higgs	facility	
	
Discovery	(top,	H,	heavy	ν’s..)		
Beyond	the	Standard	Model	
	
A	Unique		
Nuclear	Physics	Facility	

Max	Klein	Kobe	17.4.18		
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quark and gluon pdfs
arXiv:2007.14491
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quark and gluon pdfs
arXiv:2007.14491
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in addition, semi-inclusive measurements of 
s,c,b,t disentangles all flavours; jets for improvement to xg etc.

68% CL
LHeC pdfs

https://arxiv.org/abs/2007.14491


pinning down the low x behaviour

31

ep simulated data very precise – significant constraining power to discriminate 
between theoretical scenarios of small x dynamics                                  

F2 and FL predictions for simulated kinematics of LHeC and FCC-eh

measurement of FL has a critical role to play

arXiv:1710.05935

FL

see also arXiv:1802.04317

F2

https://arxiv.org/abs/1710.05935
https://arxiv.org/abs/1802.04317
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• RECALL: recent evidence for onset of BFKL dynamics in HERA inclusive data

arXiv:1710.05935

gg lumi

effect of small x 
resummation

NNLO only

xg(x)

effect of small x resummation
; confirmed in, arXiv:1802.00064

• impact for LHC and most certainly at ultra low x values probed at FCC

why small x matters

https://arxiv.org/abs/1710.05935
https://arxiv.org/abs/1802.00064
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FIG. 1. All-order e↵ects on the Higgs cross section computed at N3LO, as a function of
p
s. The plot of the left shows the

impact of small-x resummation, while the one of the right of large-x resummation. The bands represent PDF uncertainties.

small-x [89]. This opens up the possibility of achieving
fully consistent resummed results. While we presently
concentrate on the Higgs production cross section, our
technique is fully general and can be applied to other
important processes, such as the Drell-Yan process or
heavy-quark production. We leave further phenomeno-
logical analyses to future work.

Let us start our discussion by introducing the factor-
ized Higgs production cross section

�(⌧,m2
H
) = ⌧�0

�
m2

H
,↵s(µ

2
R
)
�

(1)

⇥

X

ij

Z 1

⌧

dx
x Lij

�
⌧
x , µ

2
F

�
Cij

⇣
x,↵s(µ

2
R
), m2

H

µ2

F

, m2

H

µ2

R

⌘
,

where �0 is the lowest-order partonic cross section, Lij

are parton luminosities (convolutions of PDFs), Cij are
the perturbative partonic coe�cient functions, ⌧ = m2

H
/s

is the squared ratio between the Higgs mass and the col-
lider center-of-mass energy, and the sum runs over all
parton flavors. Henceforth, we suppress the dependence
on renormalization and factorization scales µR, µF. More-
over, because the Higgs couples to the gluon via a heavy-
flavor loop, (1) also implicitly depends on any heavy vir-
tual particle mass.

The general method to consistently combine large-
and small-x resummation of partonic coe�cient functions
Cij(x,↵s) was developed in [85]. The basic principle is
the definition of each resummation such that they do
not interfere with each other. This statement can be
made more precise by considering Mellin (N) moments
of (1). The key observation is that while in momen-
tum (x) space coe�cient functions are distributions, their
Mellin moments are analytic functions of the complex
variable N and therefore, they are (in principle) fully de-
termined by the knowledge of their singularities. Thus,
high-energy and threshold resummations are consistently

combined if they mutually respect their singularity struc-
ture. In [85], where an approximate N3LO result for Cij

was obtained by expanding both resummations to O(↵3
s),

the definition of the large-x logarithms from threshold re-
summation was improved in order to satisfy the desired
behavior, and later this improvement was extended to
all orders in [45], leading to the so-called  -soft resum-
mation scheme. Thanks to these developments, double-
resummed partonic coe�cient functions can be simply
written as the sum of three terms [90]

Cij(x,↵s) = Cfo
ij (x,↵s)+�C lx

ij (x,↵s)+�Csx
ij (x,↵s), (2)

where the first term is the fixed-order calculation, the
second one is the threshold-resummed  -soft contribu-
tion minus its expansion (to avoid double counting with
the fixed-order), and the third one is the resummation of
small-x contributions, again minus its expansion. Note
that not all partonic channels contribute to all terms
in (2). For instance, the qg contribution is power-
suppressed at threshold but it does exhibit logarithmic
enhancement at small x.
Our result brings together the highest possible accu-

racy in all three contributions. The fixed-order piece is
N3LO [18–22], supplemented with the correct small-x be-
havior, as implemented in the public code ggHiggs [49,
85, 91]. Threshold-enhanced contributions are accounted
for to next-to-next-to-next-to-leading logarithmic accu-
racy (N3LL) in the  -soft scheme, as implemented in
the public code TROLL [45, 49]. Finally, for high-energy
resummation we consider the resummation of the lead-
ing non-vanishing tower of logarithms (here LLx) to the
coe�cient functions [62, 83], which we have now imple-
mented in the code HELL [86, 87]. The technical details of
the implementation will be presented elsewhere [92]. Our
calculation keeps finite top-mass e↵ects where possible.
In particular, in the fixed-order part they are included

implications for observables at the LHC and beyond

33

effect of small x resummation on ggH cross section for LHC, HE-LHC, FCC 
impact on other EW observables could be of similar size

arXiv:1802.07758; also recent work on forward Higgs production, arXiv:2011.03193; and other processes in progress

https://arxiv.org/abs/1802.07758
https://arxiv.org/abs/2011.03193
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Figure 3: Precision electroweak and strong interaction coupling determinations with the LHeC. Left: Total experimental
uncertainty of the vector and axial-vector NC down-quark couplings from the LHeC (red ellipse) compared to present determi-
nations from HERA, Tevatron and LEP; Right: Extrapolation of the coupling constants (1/�) within SUSY (CMSSM40.2.5) [4]
to the Planck scale. The width of the red line is the uncertainty of the world average of �s, which is dominated by the lattice
QCD calculation chosen for the PDG average. The black band is the LHeC projected experimental uncertainty [1].

LHeC �s measurement is not just a single experiment but represents a whole programme, which renews
the physics of DIS and revisits the scale uncertainties in pQCD at the next-to-next-to-next-to leading order
level. The LHeC itself provides the necessary basis for such a programme, mainly with a complete set of
high precision PDF measurements, including for example the prospect to measure the charm mass to 3MeV
as compared to 30MeV at HERA (from F cc

2 ), and with the identification of the limits of applicability of
DGLAP QCD by discovering or rejecting saturation of the gluon density.

3.3 Low x Physics

The parton densities extracted from HERA data exhibit a strong rise towards low x at fixed Q2. The
low x regime of proton structure is a largely unexplored territory whose dynamics are those of a densely
packed, gluon dominated, partonic system. It o�ers unique insights into the gluon field which confines quarks
within hadrons and is responsible for the generation of most of the mass of hadrons. Understanding low x
proton structure is also important for the precision study of cosmic ray air showers and ultra-high energy
neutrinos and may be related to the string theory of gravity. The most pressing issue in low x physics is
the need for a mechanism to tame the growth of the partons, which, from very general considerations, is
expected to be modified in the region of LHeC sensitivity. There is a wide, though non-universal, consensus,
that non-linear contributions to parton evolution (for example via gluon recombinations gg � g) eventually
become relevant and the parton densities ‘saturate’. The LHeC o�ers the unique possibility of observing
these non-perturbative dynamics at su⇤ciently large Q2 values for weak coupling theoretical methods to
be applied, suggesting the exciting possibility of a parton-level understanding of the collective properties of
QCD. A two-pronged approach to mapping out the newly accessed LHeC low x region is proposed in [1].
On the one hand, the density of partons can be increased by overlapping many nucleons in eA scattering
(see next section). On the other hand, the density of a single nucleon source can be increased by probing at
lower x in ep scattering. Many observables are considered in [1], from which two illustrative examples are
chosen here.

10

αs: PDG
LHeC

arXiv:1206.2913,1211.5102
𝝰s is least well known 
coupling constant

current measurements not all 
consistent!

4 Working group report: QCD

the total width of the Higgs boson at future lepton colliders, where the experimental uncertainty no longer
dominates [1]. The size of �s is not given by theory, but can be extracted from experimental measurements
at e+e�, ep, pp, and pp̄ colliders, as well as from lattice QCD calculations.

A recent review on the determination of �s may be found in the 2012 PDG review [2]. The current world
average presented in the 2012 PDG review is:

�s(M
2
Z) = 0.1184± 0.0007

which has 0.6% relative uncertainty and is summarized in Fig. 20-1. The quoted uncertainty is a factor of
4 better than the value in the PDG review in 1992 [3], showing a significant progress on the determination
of �s over the last two decades. As demonstrated in [2], the central value of the world average of �s(M2

Z)
is rather stable against di�erent inputs to this average. The result from lattice calculations, which has the
smallest assigned uncertainty, agrees well with the exclusive average of the other results; however, it largely
determines the size of the overall uncertainty.

0.11 0.12 0.13

αα    ((ΜΜ    ))s ΖΖ

Lattice

DIS 

e+e- annihilation

τ-decays 

Z pole fits 

Figure 20-1. Summary of values of �s(M
2
Z) obtained for various sub-classes of measurements. The world

average value of �s(M
2
Z) = 0.1184 ± 0.0007 is indicated by the dashed line and the shaded band. Figure

taken from [2].

Below we discuss various approaches to determine �s and future possibilities to further improve the de-
termination of �s with measurements at the LHC and future accelerator facilities and with lattice QCD
calculations. Given the current �s(M2

Z) uncertainty, the main theme is to see if and/or how we can potentially
reduce its uncertainty to the level of 0.1% relative or 0.0001 absolute [4].

20.3.1 Strong coupling from e+e� colliders

Various studies on �s have been performed using e+e� annihilation data. They include the determination
of �s from hadronic ⇥ decays, heavy quarkonia decays, event shapes, jet rates, and the hadronic Z decay
rate. Future prospects with some of these approaches are discussed below.

20.3.1.1 Hadronic final states of e+e� annihilations

Jet rates and hadronic event shapes have a strong sensitivity to �s, and they have been studied extensively in
the past. For these observables, the theoretical predictions are calculated up to NNLO and the resummation
is achieved up to NNLL or N3LL.

Community Planning Study: Snowmass 2013
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PDG21: 
𝝰s = 0.1175 ± 0.0010

strong coupling, 𝝰s at the LHeC

accurate and precise 𝝰s needed:
to constrain GUT scenarios; for cross section predictions, including Higgs; …

PDG13

https://arxiv.org/abs/1206.2913
https://arxiv.org/abs/1211.5102
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Higgs

44

46

48

50

52

54

56

58

60

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

2G':`$
$
b#3$6)N',."()./$
01$3,'7(N.'7$G$
N,0--$-'N;0)$(-$
A=@Ju$F-/-}-."H[$
6-()<$2G':$0)&/=$
$
2'"7-$.0$G$U"--$
-')-(;+(./=$
$$
5.,0)<$N063&()<$
6)7',&/()<$$
3","U'.',$
FA=AAJ$!$>AuH=$
2G':`$A=AAA@$w$
$
Y''7-$Yj2a$
$
Gh$.,'".U').$
(U30,.").$$I$

T,'N(-(0)$10,$G(<<-$".$.4'$2G:$

a=i,Ö)()<$")7$!=%&'()$",R(+`>jAJ=@AmA[$!T2c$@A>j$$

as well as 𝝰s to potentially permille precision …
LHeC also has an extensive Higgs program in its own right

 NNNLO pp-Higgs Cross Sections at 14 TeV
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Figure 9.5: Cross sections of Higgs production calculated to N3LO using the iHix program [715] for existing
PDF parameterisation sets (left side) and for the LHeC PDFs (right side). The widths of the areas correspond
to the uncertainties as quoted by the various sets, having rescaled the CT14 uncertainties from 90 to 68% C.L.
Results (left) are included also for di↵erent values of the strong coupling constant ↵s(M

2
Z), from 0.114 to 0.120.

The inner LHeC uncertainty band (red) includes the expected systematic uncertainty due to the PDFs while the
outer box illustrates the expected uncertainty resulting from the determination of ↵s with the LHeC.

For a detailed description of the Higgs physics program at the LHeC we refer to Chapter 7. The5812

only information not included in the fit presented in this section is that of the determination5813

of the top Yukawa coupling, since projections from that study are performed assuming any5814

coupling other than t to be SM like. Comments in this regard will be made, when necessary,5815

below.5816

For the HL-LHC inputs of the combined fit we rely on the projections presented in Ref. [712],5817

as used in the comparative study in Ref. [718]. These HL-LHC inputs include projections for5818

the total rates in the main production (ggF, VBF, V H and ttH) and decay channels (H !5819

bb, ⌧⌧, µµ, ZZ
⇤
, WW

⇤
, ��, Z�). They are available both for ATLAS and CMS. Regarding5820

the theory systematics in these projections, we assume the scenario S2 described in [712], where5821

the SM theory uncertainties are reduced by roughly a factor of two with respect to their current5822

values, a reduction to which LHeC would contribute by eliminating the PDF and ↵s parts of5823

the uncertainty, see Fig. 9.5. Theory systematics are assumed to be fully correlated between5824

ATLAS and CMS. These projections are combined with LHeC ones, where, as in Ref. [718],5825

we use the future projections for the SM theory uncertainties in the di↵erent production cross5826

sections and decay widths. In the  fit performed here we assume: (1) no Higgs decays into5827

particles other than the SM ones; (2) heavy particles are allowed to modify the SM loops, so we5828

use e↵ective  parameters to describe the SM loop-induced processes, i.e. we use g, � , Z� as5829

213

LHeC
(pdfs+𝝰s)
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Fig. 1: Kinematical coverage in the (x, MX) plane of a
p

s = 100 TeV hadron collider (solid blue line), compared
with the corresponding coverage of the LHC at

p
s = 14 TeV (dot-dashed red line). The dotted lines indicate

regions of constant rapidity y at the FCC. We also indicate the relevant MX regions for phenomenologically
important processes, from low masses (Drell-Yan, low pT jets), electroweak scale processes (Higgs, W, Z, top),
and possible new high-mass particles (squarks, Z 0).

treating electroweak gauge bosons as massless and their inclusion into the DGLAP evolution equations.
Finally in Sect. 3.7 we discuss the possible relevance of high-energy (small-x) resummation effects for a
100 TeV collider.

3.2 PDFs and their kinematical coverage at 100 TeV
We begin by quantifying the kinematical coverage in the (x, MX) plane that PDFs probe in a 100 TeV
hadron collider, with MX being the invariant mass of the produced final states. In Fig. 1 we represent
the kinematical coverage in the (x, MX) plane of a

p
s = 100 TeV hadron collider compared with

the corresponding coverage of the LHC at
p

s = 14 TeV. The dotted lines indicate regions of constant
rapidity y at the FCC. In this plot, we also indicate the relevant MX regions for phenomenologically
important processes, from low masses (such as Drell-Yan or low pT jets), electroweak scale processes
(such as Higgs, W, Z, or top production), and possible new high-mass particles (such as a 2 TeV squark
or a 20 TeV Z 0).

In the low-mass region, for MX  10 GeV, PDFs would be probed down to x ' 5 · 10
�5 in the

central region, y ' 0, and down to x ' 5 · 10
�7 at forward rapidities, y ' 5. At even forward rapidities,

for example those that can be probed by using dedicated detectors down the beam pipe, PDFs could
be probed down to x ' 10

�8. While these extreme regions of very low x are not relevant for neither
electroweak scale physics nor for high-mass New Physics searches, they are crucial for the tuning of soft
and semi-hard physics in Monte Carlo event generators [28] and therefore it is important to ensure that
the PDFs exhibit a sensible behaviour in this region. Moreover, forward instrumentation would also be

8

38
small x becomes relevant even for “common” physics (EG. W, Z, H, t)

large x relevant in searches for new, very high mass states



39

the strange sea
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Figure 31: Determination of the relative strange-to-down sea quark fractions rs (left) and Rs (right). Bands: Present
result and its uncertainty contributions from experimental data, QCD fit, and theoretical uncertainties, see text;
Closed symbols with horizontal error bars: predictions from di↵erent NNLO PDF sets; Open square: previous
ATLAS result [38]. The ratios are calculated at the initial scale Q2

0 = 1.9 GeV2 and at x = 0.023 corresponding to
the point of largest sensitivity at central rapidity of the ATLAS data.

• To test the sensitivity to assumptions about the low-x behaviour of the light-quark sea, the constraint
on ū = d̄ as x ! 0 is removed by allowing Ad̄ and Bd̄ to vary independently from the respective
Aū and Bū. The resulting ū is compatible with d̄ within uncertainties of ' 8% at x ⇠ 0.001 and Q2

0,
while s + s̄ is found to be unsuppressed with rs = 1.16.

• The ATLAS-epWZ16 PDF set results in a slightly negative central value of xd̄�xū at x ⇠ 0.1, which
with large uncertainties is compatible with zero. This result is about two standard deviations below
the determination from E866 fixed-target Drell–Yan data [137] according to which xd̄ � xū ⇠ 0.04
at x ⇠ 0.1. It has been suggested that the ATLAS parameterization forces a too small xd̄ distribution
if the strange-quark PDF is unsuppressed [135]. However, the E866 observation is made at x ⇠ 0.1,
while the ATLAS W, Z data have the largest constraining power at x ⇠ 0.023. For a cross-check, the
E866 cross-section data was added to the QCD fit with predictions computed at NLO QCD. In this
fit xd̄ � xū is enhanced and nevertheless the strange-quark distribution is found to be unsuppressed
with rs near unity.

• Separate analyses of the electron and muon data give results about one standard deviation above
and below the result using their combination. If the W± and Z-peak data are used without the Z/�⇤

data at lower and higher m``, a value of rs = 1.23 is found with a relative experimental uncertainty
almost the same as in the nominal fit.

• A suppressed strange-quark PDF may be enforced by fixing rs = 0.5 and setting Cs̄ = Cd̄. The total
�2 obtained this way is 1503, which is 182 units higher than the fit allowing these two parameters to
be free. The ATLAS partial �2 increases from 108 units to 226 units for the 61 degrees of freedom.
A particularly large increase is observed for the Z-peak data, where �2/n.d.f. = 53/12 is found for
a fit with suppressed strangeness.

A final estimate of uncertainties is performed with regard to choosing the renormalization and factor-
ization scales in the calculation of the Drell–Yan cross sections. The central fit is performed using the
dilepton and W masses, m`` and mW , as default scale choices. Conventionally both scales are varied by
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A strange conundrum
 In most PDF fits, strangeness suppressed wrt up and down quark sea due to neutrino dimuon data

 On the other hand, recent collider data, in particular the ATLAS W,Z 2011 rapidity distributions, prefer 
instead a symmetric strange quark sea

Thorne, DIS2017

 The new ATLAS data can be accommodated in the global fits, and i) indeed it increases strangeness, but 
not as much as in  a collider-only fit, and ii) some tension remains between neutrino and collider data

≈ 0.5 (from neutrino, CMS W+c)

≈ 1.0 (from ATLAS W,Z)

Juan Rojo                                                                                                               POETIC8, Regensburg, 19/03/2018
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confirmed in most precise published ATLAS W,Z data (arXiv:1612.03016)
ATLAS sees unsuppressed strange at small x

profiling other PDF sets tells the 
same story – more strange at low x

https://arxiv.org/abs/1612.03016
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top-quark pair production

even within a single experiment there are discrepancies, EG.

Distribution NLO NNLO NNLO+EW
pT 0.65 0.36 0.53
yt 2.99 2.98 3.12
ytt 4.06 3.30 3.51
Mtt 1.33 0.57 0.70
All 7.88 6.61 7.00

Table 4: �2/Ndata values for fits to di↵erent distributions within the ATLAS 8 TeV lepton +
jet data, using NLO, NNLO and NNLO+EW theory for the top quark pair production cross
section.

(a) (b)

Figure 7: Impact of the ATLAS 8 TeV lepton + jet data on the gluon PDF, for di↵erent levels
of precision in the theoretical prediction for the top quark pair production cross section, when
fitting the Mtt (left) and ytt (right) distributions.

Figure 8: Extracted gluon from a fit to the ATLAS 8 TeV lepton + jet data (all four distribu-
tions), from a fit including NNLO⇥EW in the cross section with (‘decorrelated’) and without
(‘standard’) decorrelation of the parton shower systematic error, and from a fit with pure NLO
in the cross section calculation, without decorrelation.

12

• ATLAS 8 TeV ttbar (in lepton+jet decay channel)
• cross section measurements exist differential in several observables, EG. Mtt, ytt
• Mtt wants harder gluon, ytt a softer gluon and is in tension with some other 

datasets

• these findings have been observed also by other groups: ATLAS, CT, NNPDF …

arXiv:1909.10541

https://arxiv.org/abs/1909.10541
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top-quark pair to Z cross section ratios

Z(13TeV)
fids / (13TeV)tt

tots
0.7 0.8 0.9 1 1.1 1.2

ATLAS
-113 TeV, 3.2 fb

 total uncertainty±data 
 exp. uncertainty± stat. ±data 

 stat. uncertainty±data 

ABM12
CT14
NNPDF3.0
MMHT14
ATLAS-epWZ12
HERAPDF2.0

(NNLO QCD, inner uncert.: PDF only)

• measuring ratios has also been suggested as a good discriminator

arXiv:1612.03636

EG. ATLAS ttbar/Z ratio at 13 TeV: ttbar mostly relates to gluon, Z mostly to quarks; 
ABM12 too little gluon, many other PDFs not enough Z (recall strangeness study)

https://arxiv.org/abs/1612.03636
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jet cross section ratio measurements
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Fig. 17 Ratio of the inclusive jet cross-section at
√
s = 2.76 TeV to the one at

√
s = 7 TeV, shown as a double ratio to the theoretical prediction

calculated with the CT10 PDFs as a function of the jet pT in bins of jet rapidity, for anti-kt jets with R = 0.4. Statistically insignificant data points
at large pT are omitted. The 4.3% uncertainty from the luminosity measurements is not shown.
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Fig. 18 Ratio of the inclusive jet cross-section at
√
s = 2.76 TeV to the one at

√
s = 7 TeV, shown as a double ratio to the theoretical prediction

calculated with the CT10 PDFs as a function of the jet pT in bins of jet rapidity, for anti-kt jets with R = 0.6. Statistically insignificant data points
at large pT are omitted. The 4.3% uncertainty from the luminosity measurements is not shown.

arXiv:1304.4739

• even better: take ratios of jet measurements at different CM energies
• EG. ratio of ATLAS 2.76 to 7 TeV inclusive jet cross sections (itself shown as a ratio to NLO QCD)

• experimental uncerts. reduced in ratio and generally smaller than theory uncerts.
• potential for PDF discrimination/constraint since different beam energies probe different x, Q2 

values for same pt and y range

https://arxiv.org/abs/1304.4739
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arXiv:1304.4739

jet cross section ratios

comparison of gluon PDF for fits using 
only HERA data compared to using 
HERA+ATLAS 2.76 and 7 TeV inclusive 
jets

gluon becomes harder, uncertainties 
are reduced
impact stronger than if either 2.76 or 7 TeV
data used individually

treatment of correlated systematic 
uncertainties must be carefully considered for 
ATLAS jet data; 87 separate sources of 
correlated uncertainty in this example! Jet 
energy scale uncertainty down to 3% but 
taking the ratio is what really helps control itthis is an older result with relatively 

small statistics, but stands as a proof-
of-principle

https://arxiv.org/abs/1304.4739
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V+jets

11 

W/Z + jets is a channel which bridges from SM to BSM physics. 
 
 In W+>~4 jets Supersymmetric signals could be present. 
 Looking at ratios like 
W+n-jets/W+(n-1) jets   or     Z+n-jets/W+n-jets 
is good way to search for BSM signals while controlling the  
Jet Energy Scale systematic  

Illustrated is MSugra SU(4) compared to 
Standard Model for 200pb-1 of data in the 
W/Z +2 jets channel 

W/Z+Jets is a channel which bridges from SM to BSM physics
EG. looking at ratios such as:    W+N-Jets/W+(N–1)-Jets    or      Z+N-Jets/W+N-Jets 
is a good way to search for BSM signals while reducing common systematic uncertainties
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arXiv:1711.03296 BUT nothing has been seen

current measurements mainly used for 
testing Monte Carlo modelling of QCD 
(Sherpa, ALPGEN, MC@NLO, 
BlackHat)

PDF fits using such measurements 
have been very recently performed, 
EG. arXiv:2101.05095
so far, main impact on d and s sea quarks; 
in principle sensitivity also to gluon 
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sensitive to pdfs, especially gluon

experimentally, very precise 
ATLAS: ee, μμ channels; combined precision better than 0.5% precision for pt < 100 GeV

theoretically challenging – low pt region dominated by soft particle emission (resummation, shower models); 
high pt region dominated by emission of hard partons (pdfs)
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Figure 22: Left plot: one of the Feynman diagrams for single top production at leading order, illustrating its sensitivity
to the b quark PDF. Right plot: comparison of the theoretical predictions for the ratio Rt = �t/�t̄ from di↵erent PDF
sets and the corresponding ATLAS measurements at

p
s = 13 TeV from [391].

Single top production
In addition to top quark pair production, single top production can also provide in principle useful PDF–

sensitive information. Such a process can proceed via the scattering of a bottom quark with a light quark,
see Fig. 22 (left) for a typical diagram, and will therefore provide information about the b quark PDF. In
addition, due to the presence of the b quark in the initial state, it provides an important testing ground for the
di↵erent heavy quark flavour schemes used in the calculation, analogously to those described in Sect. 2.5 for
the case of DIS structure functions. That is, it is possible to use a n f = 4 massive scheme, a n f = 5 massless
scheme, or a matched scheme interpolating between the two, see the discussion in Refs. [386, 387].

State of the art calculations of this process are based on NNLO QCD theory both for the total cross
sections and for di↵erential distributions [388, 389], and LHC measurements at 8 TeV and 13 TeV of total
cross sections (including ratios of top to anti–top production) as well as single inclusive distributions are
already available [390, 391], although some of them only in preliminary form.

Moreover, since the production of top and antitop quarks is generated by di↵erent initial–state partons,
cross section ratios such as Rt ⌘ �t/�t̄ can provide important information on the quark flavour separation
of the proton, specifically in the ratio u/d between valence up and down quarks at large-x. To illustrate this
point, we show in Fig. 22 (right) a comparison of the theoretical predictions for the Rt ratio from di↵erent
PDF sets and the corresponding ATLAS measurements at

p
s = 13 TeV from [391]. While experimental

uncertainties are still large, due to the limited statistics, we can see that the measurement may eventually
become sensitive to di↵erences between PDF sets.

In addition, similar comparisons could also be performed for di↵erential distributions, either at the
level of top kinematic variables or observable quantities constructed from leptons and b–jets. In the case
of the ATLAS 8 TeV measurements [391], these distributions are provided including the full experimental
covariance matrix, and therefore all the ingredients are available in order to quantify for the first time the
impact of the LHC single top production data on the PDFs.

3.8. Charm production in pp collisions
In this section we discuss the impact of open D meson production at hadron colliders on the gluon at

small x.
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single top

Figure 22: Left plot: one of the Feynman diagrams for single top production at leading order, illustrating its sensitivity
to the b quark PDF. Right plot: comparison of the theoretical predictions for the ratio Rt = �t/�t̄ from di↵erent PDF
sets and the corresponding ATLAS measurements at

p
s = 13 TeV from [391].
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di↵erent heavy quark flavour schemes used in the calculation, analogously to those described in Sect. 2.5 for
the case of DIS structure functions. That is, it is possible to use a n f = 4 massive scheme, a n f = 5 massless
scheme, or a matched scheme interpolating between the two, see the discussion in Refs. [386, 387].

State of the art calculations of this process are based on NNLO QCD theory both for the total cross
sections and for di↵erential distributions [388, 389], and LHC measurements at 8 TeV and 13 TeV of total
cross sections (including ratios of top to anti–top production) as well as single inclusive distributions are
already available [390, 391], although some of them only in preliminary form.

Moreover, since the production of top and antitop quarks is generated by di↵erent initial–state partons,
cross section ratios such as Rt ⌘ �t/�t̄ can provide important information on the quark flavour separation
of the proton, specifically in the ratio u/d between valence up and down quarks at large-x. To illustrate this
point, we show in Fig. 22 (right) a comparison of the theoretical predictions for the Rt ratio from di↵erent
PDF sets and the corresponding ATLAS measurements at

p
s = 13 TeV from [391]. While experimental

uncertainties are still large, due to the limited statistics, we can see that the measurement may eventually
become sensitive to di↵erences between PDF sets.

In addition, similar comparisons could also be performed for di↵erential distributions, either at the
level of top kinematic variables or observable quantities constructed from leptons and b–jets. In the case
of the ATLAS 8 TeV measurements [391], these distributions are provided including the full experimental
covariance matrix, and therefore all the ingredients are available in order to quantify for the first time the
impact of the LHC single top production data on the PDFs.

3.8. Charm production in pp collisions
In this section we discuss the impact of open D meson production at hadron colliders on the gluon at

small x.
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Rt = σ(tq)/σ(tbarq)

examples of heavy quark data
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top-quark pair total cross sections

… already yield PDF discrimination? top cross sections strongly dependent on gg 
luminosity and on 𝝰s(MZ); PDFs which get it right for top should be getting it right for Higgs

BUT calculation also depends on top quark mass and whether running mass or pole mass is used

Top total cross sections  already yield PDF discrimination? 
The ATLAS and CMS combined t-tbar cross 
section is 173 ± 2.3 ± 9.8pb at 7 TeV 
Top is strongly dependent on the gluon-gluon 
luminosity and on αS(MZ) . The same is true for 
Higgs production SO …PDFs which get it right 
for top should be getting it right for Higgs. 
 
BUT the calculation of the t-tbar cross section 
depends on the top quark mass. 
.The calculation also depends on whether 
running mass or pole-mass is used 
 
Measuring ratios has been suggested as a 
good discriminator e.g  13 TeV t-tbar/Z 
OR  
An accurate measurement of the ratio of the 
t-tbar cross section at 14 and 8TeV.. 
 
This has now been done… 

17 
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Figure 54: The gluon (left) and quark singlet (right) PDFs in ABMP16 at Q = 100 GeV, comparing the results obtained
with their best-fit ↵s(mZ) = 0.1147 with those with ↵s(mZ) = 0.118 used to compare with the other PDF sets.
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2 GeV4=102NNLO, Q

!
 NNPDF3.1 NNLO: includes jet data using NNLO 

evolution and NLO matrix elements, with scale 
variations as additional TH systematic error!

 The jet pT is always used as central scale choice!

 Also tried variants where ATLAS and CMS 2011 7 
TeV data included using exact NNLO theory!

 Very small impact on the gluon!

 Moderate improvement of the chi2 !

 Only central bin of ATLAS data included - the large 
χ2  once all bins are included remains there once exact 
NNLO theory is used

Figure 55: Left: comparison of the NNPDF3.1 NNLO global fit at Q = 100 GeV with the corresponding fits where the
Z pT , top quark, or inclusive jet data have been removed. Right: same, now comparing with the NNPDF3.1 NNLO
fit where the ATLAS and CMS 7 TeV inclusive jet data have been treated using exact NNLO theory, from [169].

It is worth emphasising that until recently, the gluon at large-x was only constrained in the PDF fit by
inclusive jet production data, and to a lesser extent by DIS data via scaling violations. However, there are
now at least three datasets available with which constrain the large-x gluon, namely inclusive jets, the pT
distribution of Z bosons, and top quark di↵erential distributions. In all cases, NNLO calculations are now
available. To illustrate the robustness of the resulting gluon, in Fig. 55 (Left) we show a comparison of
the NNPDF3.1 NNLO global fit at Q = 100 GeV with the corresponding fits where the Z pT , top quark,
or inclusive jet data have been removed. We observe that the four fits agree within PDF uncertainties,
highlighting that these three families of processes have statistically consistent pulls on the large-x gluon.

Another consideration that is relevant for the determination of the large-x gluon in a PDF analysis are
the settings for the theoretical calculations used for the inclusive jet cross sections. Until 2016, only the
NLO calculation was available, and di↵erent groups treated jet data in di↵erent ways, either adding the
NLO scale errors as additional systematic uncertainties as in CT14 and NNPDF3.1, using the threshold
approximation to the full NNLO result as in MMHT14, or excluding jet data altogether as advocated by

106

NNPDF3.1

effect of  LHC jet+top+ZPt

EPJ C77 (2017), 663

global pdf fitters actively including LHC 
data from ATLAS, CMS and LHCb

much more still to come…

MMHT

EPJ C78 (2018), 248

impact of LHC data on modern global PDF fits
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EG. CTEQ; arXiv/0303013

https://arxiv.org/abs/hep-ph/0303013
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CMS have recently (arXiv:1703.01630) presented double differential top 
distributions in mass and rapidity of the t-tbar pair 

When input to a PDF fit these double differential is much more constraining than the 
single BUT analysis can only be done at NLO presently since there are no predictions 
at NNLO for the double differential distributions 
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other 𝝰s determinations from QCD fits

22

other !s determinations from QCD fits
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arXiv:1810.03639

and CERN yellow report, 
arXiv:1902.04070

SUSY Higgs

dijets

https://arxiv.org/abs/1810.03639
https://arxiv.org/abs/1902.04070
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LHeC: √s= 1.3 TeV
×100–1000 HERA lumi.

FCC-eh: 
√s= 3.5 TeV

ep colliders

HERA: world’s first and still 

only ep collider (√s ≃ 300 GeV)

LHeC: future ep (eA) collider, 
proposed to run concurrently  
with HL/HE-LHC; CDR arXiv:1206.2913 

(complementary to LHC; extra discovery 
channels; Higgs; precision pdfs and 𝝰s)

FCC-eh: further future ep (eA) 
collider, integrated with FCC 
(further kinematic extension wrt LHeC)

EIC
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No predictive power from current PDF determinations, no discrimination among models

unless dV
uV

x!1
���! k is built in the parametrization (CT14, CJ16, ABM12)

The EIC may measure the ratio Fn
2 /F p

2 with high accuracy, provided neutron beams
expected to be less prone to nuclear and/or higher twist corrections than fixed-target DIS

Complementary measurements from the LHC (DY) and (particularly) the LHeC (DIS)

Emanuele R. Nocera (Oxford) Unpolarized and polarized PDFs at an EIC November 14, 2016 20 / 33

61

resolve long-standing mystery of 
d/u ratio at large x

RECALL, d/u essentially unknown 
at large x (see Lecture 4)
no predictive power from current pdfs; 
conflicting theory pictures;
data inconclusive, large nuclear 
uncertainties

d/u ratio at large x
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LHeC empowering the LHC: Higgs and BSM
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Figure 9.5: Cross sections of Higgs production calculated to N3LO using the iHix program [715] for existing
PDF parameterisation sets (left side) and for the LHeC PDFs (right side). The widths of the areas correspond
to the uncertainties as quoted by the various sets, having rescaled the CT14 uncertainties from 90 to 68% C.L.
Results (left) are included also for di↵erent values of the strong coupling constant ↵s(M

2
Z), from 0.114 to 0.120.

The inner LHeC uncertainty band (red) includes the expected systematic uncertainty due to the PDFs while the
outer box illustrates the expected uncertainty resulting from the determination of ↵s with the LHeC.

For a detailed description of the Higgs physics program at the LHeC we refer to Chapter 7. The5812

only information not included in the fit presented in this section is that of the determination5813

of the top Yukawa coupling, since projections from that study are performed assuming any5814

coupling other than t to be SM like. Comments in this regard will be made, when necessary,5815

below.5816

For the HL-LHC inputs of the combined fit we rely on the projections presented in Ref. [712],5817

as used in the comparative study in Ref. [718]. These HL-LHC inputs include projections for5818

the total rates in the main production (ggF, VBF, V H and ttH) and decay channels (H !5819

bb, ⌧⌧, µµ, ZZ
⇤
, WW

⇤
, ��, Z�). They are available both for ATLAS and CMS. Regarding5820

the theory systematics in these projections, we assume the scenario S2 described in [712], where5821

the SM theory uncertainties are reduced by roughly a factor of two with respect to their current5822

values, a reduction to which LHeC would contribute by eliminating the PDF and ↵s parts of5823

the uncertainty, see Fig. 9.5. Theory systematics are assumed to be fully correlated between5824

ATLAS and CMS. These projections are combined with LHeC ones, where, as in Ref. [718],5825

we use the future projections for the SM theory uncertainties in the di↵erent production cross5826

sections and decay widths. In the  fit performed here we assume: (1) no Higgs decays into5827

particles other than the SM ones; (2) heavy particles are allowed to modify the SM loops, so we5828

use e↵ective  parameters to describe the SM loop-induced processes, i.e. we use g, � , Z� as5829
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LHeC
(pdfs+𝝰s)

HIGGS

can be parameterised as contact interactions (CI) between two initial-state quarks and two
final-state leptons of given chirality:

LCI =
g
2

⇤2
⌘ij(q̄i�µqi)(¯̀i�

µ
`i), (9.12)

where i, j = L or R (for left- or right-handed chirality), g is a coupling constant set to be 4⇡ by
convention, and ⇤ is the CI scale. The sign of ⌘ij determines whether the interference between
the SM Drell–Yan (DY) process, qq̄ ! Z/�

⇤ ! `
+
`
�, is constructive or destructive.

The size and sign of the observed deviation with respect to the SM probes the scale and in-
terference pattern of the interaction. The sensitivity of the search is limited by experimental
uncertainties (finite statistics and experimental systematic uncertainties) and by uncertainties
in the theoretical modelling of the DY background.

The most recent results of the ATLAS and CMS Collaborations [702, 703] are based on e
+
e
�

and µ
+
µ

� final states in 36 fb�1 of data, and probe CI’s up to a typical scale of 25 TeV, de-
pending on the chirality and sign of the interaction coupling parameter. The limits derived by
ATLAS, summarised in Tab. 9.6, accounted for theoretical uncertainties induced by the PDFs
and by ↵s. The dominant PDF uncertainty was estimated from the 90% CL uncertainty in
the CT14nnlo PDF set, adding an envelope from the comparison of the CT14nnlo, MMHT2014
and NNPDF3.0 [751] central sets. The strong coupling constant uncertainty was propagated
assuming ↵s = 0.118 ± 0.003, with a subleading e↵ect.

The present study evaluates the sensitivity of this search at the HL-LHC. The increase in
sensitivity is estimated using samples of Standard-Model like pseudo data, corresponding to the
integrated luminosity of 3 ab�1. In a first step, both the experimental and theoretical systematic
uncertainties are kept in the publication. In this regime, the extrapolated statistical uncertainty
is typically a factor 5 to 10 smaller than the theoretical uncertainty. Improvements from the
LHeC in ↵s and in the proton PDFs are incorporated in a second step. Assuming the prospects
described in Chapter 3, ↵s and PDF uncertainties are smaller than the statistical fluctuations
and can be neglected in a first approximation.

The results are summarised in Tab. 9.6. Everything else equal, increasing the sample size from
36 fb�1 to 3 ab�1 enhances the CI reach by a typical factor of two. Accounting for the improve-
ment in the theoretical modelling of the DY process brought by the LHeC brings another factor
of 1.5–1.8 in the limits. In the last case, the limits reach well into range directly accessible with
proton-proton collisions at

p
s = 100TeV, as envisioned at the FCC-hh.

Model ATLAS (Ref. [702]) HL-LHC

L = 36 fb�1 (CT14nnlo) L = 3ab�1 (CT14nnlo) L = 3ab�1 (LHeC)

LL (constr.) 28 TeV 58TeV 96 TeV
LL (destr.) 21 TeV 49TeV 77 TeV
RR (constr.) 26TeV 58 TeV 84 TeV
RR (destr.) 22TeV 61 TeV 75 TeV
LR (constr.) 26 TeV 49 TeV 81 TeV
LR (destr.) 22 TeV 45 TeV 62 TeV

Table 9.6: Contact interaction limits from ATLAS based on 36 fb�1 of data [702], and extrapolated
to the full HL-LHC dataset (3 ab�1). The extrapolation is performed assuming the same PDF and ↵s

uncertainties as in Ref. [702], and assuming the improved uncertainties as obtained from the LHeC.
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external, reliable, precise pdfs needed for 
range extension and interpretation
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Figure 14: Simulations of FL measurements with the LHeC (red circles) compared with measurements at H1 (blue
squares), see text.

with more Silicon detector planes of higher acceptance and resolution and a hadronic backward
calorimeter which was basically absent on H1; iii) the increased electron beam energy implies that
high y may be achieved at larger scattered electron energy E

0. Both the improved detector and the
enlarged Ee will enable to reach highest y values at much reduced background.

A simulation had been performed for the LHeC CDR [5] which is illustrated in Fig. 14. In
order to be conceptually independent of the LHC operation, for the LHeC the electron beam energy
is lowered as opposed to HERA. The point-by-point precision is impressively improved, from at
best �FL ' ±0.1 � 0.2 with H1 to typically a 0.02 total uncertainty for the LHeC. Based on the
invaluable experience gained with H1 at HERA and on the design prospects for the LHeC and its ep
experiment, one can indeed be optimistic that Guido Altarelli’s wish for a precise determination of
FL will eventually be fulfilled. The simulated data, with their exceptional determinations of F2 and
FL, were used in a study, presented in the CDR, to illustrate the unique potential in discriminating
theory at small x.

+
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