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INTRODUCTION

The Standard Model of particle physics is naturally divided into the electroweak and strong
interactions: each has a unique complication that affects both phenomenology and practical
calculations. In the case of the strong interaction, it is the non-perturbative coupling at low
momentum transfer that causes rich phenomena, which at present can only be described
by heuristic models or intensive numerical calculations. In the case of the electroweak
interaction, it is the breaking of the underlying symmetry that leads to a wide range of
phenomena, and predictions can also be computationally challenging (though analytically
tractable). The electroweak interaction is the focus of this text.

The underlying symmetries of both sets of interactions arise from their descriptions
as quantum gauge field theories. To gain a fundamental understand of such theories, we
proceed in the following steps: first, we discuss the geometrical interpretation of a classical
gauge field theory (Chapter 1); second, we describe the quantization of the field and its
physical interpretation (Chapter 2); third, we present the mechanism by which the gauge
symmetry of the theory can be broken (Chapter 3); and finally, we provide the realization
of these concepts in nature, the electroweak theory (Chapter 4).

After this introduction of the underlying principles of the theory, we turn to practical cal-
culations. This begins with a discussion of path integrals and Feynman diagrams (Chapter
5), which are ubiquitous calculational tools that are indispensible in perturbative calcula-
tions. We follow with the application of these tools to calculations of scattering cross sec-
tions and particle widths (Chapter 6). At this point we can begin performing leading-order
calculations of specific processes; however, the precision of electroweak measurements
demands the inclusion of higher order calculations. Here we run into a fly in the oint-
ment of quantum field theory: as soon as we go beyond leading order, we are faced with

vii



viii INTRODUCTION

quantum contributions that produce unphysical results. This is resolved with a program of
renormalization, which we describe in both scalar and gauge field theories (Chapter 7).

The discussion of renormalization leads naturally into the explanation of the specific
measurements that fix the three parameters required to describe electroweak gauge bo-
son interactions. The first parameter is taken to be the electromagnetic coupling, which
describes the strength of the fermion-fermion-photon interaction and is measured using
the magnetic moment of the electron (Chapter 8); this interaction is one of the elements
of the renormalization program described in the prior chapter. The second parameter is
the weak coupling, which describes the fermion-fermion-W boson interaction, and is in-
directly determined using precise measurements of the muon lifetime (Chapter 9). The
final parameter is the expectation value of the vacuum energy of the scalar field, which is
indirectly determined using precise measurements of the Z boson mass (Chapter 10).

With the input gauge boson parameters in hand, we can now make a first-order pre-
diction of the W boson mass, and demonstrate its sensitivity to other electroweak param-
eters through higher order corrections (Chapter 11). We then discuss the determination
of the remaining parameters: the Higgs boson mass and flavour-diagonal Higgs-fermion-
fermion Yukawa couplings (Chapter 12), measured through direct production of the Higgs
boson; and off-diagonal Yukawa couplings manifested through the CKM matrix, measured
through flavour-changing charged current processes such as B, mixing (Chapter 13).

A completely open question is the nature of neutrinos and the corresponding parameters
to describe their interactions. There is a model of mixing that can be parameterized with
the PMINS matrix (akin to the CKM matrix), but we do not know the neutrino mass terms.
These issues are touched on in Chapter 14.



CHAPTER 1

THE GEOMETRY OF FORCES

The development of the general theory of relativity was a conceptual breakthrough in the
understanding of the force of gravity. Instead of the mysterious “action at a distance”,
gravity could be explained by the simple premise that energy curves space and time. The
curved trajectory of a particle in a gravitational field can be described as an unaltered path
through a curved spacetime;' in mathematical terms, the path is a geodesic, the shortest
distance from point ¢ to point b.

It turns out that this concept can be extended to the strong and electroweak gauge forces,
though here the curved space is internal. Charged matter curves the internal space, causing
the trajectories of other charged particles to curve in the projected spacetime. To describe
this phenomenon, an additional layer of mathematics is required that combines spacetime
with the internal space into a fiber bundle.

This chapter provides a heuristic overview of the mathematics required to understand
both the curvature of spacetime and of internal spaces. First, the spacetime manifold is
introduced; it is then combined with internal spaces into a fiber bundle. To describe particle
trajectories, several additional structures are required: the spacetime metric tensor, the
spacetime and fiber connections, and their resulting curvature.

!One can visualize the effect as a bunching of space near an object; space is effectively more dense in the vicinity
of matter (or alternatively as a stretching of time). A particle approaching matter will take less time to travel a
given distance, accelerating towards the object. This effect is uniform for all matter, a crucial requirement for this
intepretation.

Electroweak physics, lecture notes. 1
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2 THE GEOMETRY OF FORCES

Armed with this structure, a trajectory is then described as an integrated path length
over a curved space; this is the familiar action of physics. Choosing the shortest path
leads to the gravitational and gauge force field equations. This minimization is modified
in the quantum theory: the minimum path length corresponds to the peak of a probability
amplitude, rather than the exclusive path of a particle. This will be discussed in more detail
in the next chapter.

The above description applies to a single particle travelling through a background space.
In a multi-particle description a field is used to provide initial and final configurations of
particles. The trajectory of a single particle is replaced with the evolution of the field
from initial to final states. This chapter ends by extending the action of a single-particle
trajectory to the action of a field configuration over space.

1.1 Spacetime manifold

The geometrical representation of spacetime is a manifold, a space that can be locally
mapped onto a Euclidean space, allowing a coordinate system to describe points on the
manifold. More formally, a manifold is defined as a family of open sets U; and mappings
¢; of points in each open set onto R™. The family of all possible open sets and mappings
is called an atlas. In general more than one mapping, or coordinate system, is needed to
cover the manifold. For example, consider the circle, S*. One coordinate system ¢; maps
points in an open subset to 0 < x < 7 in R!, but misses a point on S. A second coor-
dinate system ¢; is needed, for example one that maps points in U; to —7 < y < 7. A
requirement of a differentiable manifold is that the transformation of a point contained in
both U; and U; from one coordinate system to the other, ¢; qﬁj_l, is differentiable.

Remark: Every manifold M that is locally R" is a submanifold of R?", and can there-
fore be embedded in R?".

A vector can be defined as the tangent to a one-parameter curve ~(¢) (a map from an
interval in R to the manifold) at a point p. The vector dv,/dt can be expressed in terms of
a coordinate system in R™ as V#9/0z#, with V# = dx* /dt. Acting on a function gives
the directional derivative of the function.

The space of all possible vectors at point p (i.e., the tangents to all possible curves) is
the tangent space T,,M. Such vectors are also known as contravariant vectors. A set of
vectors at all points in an open set U is a vector field.

1.2 Universe fiber bundle

The concepts of tangent spaces and vector fields can be combined to create the union
of tangent spaces at all points in the manifold (7'M). Together with a map 7 associating
a vector in T'M to the point p in the manifold where the vector’s tangent space resides,
a tangent bundle is defined. The tangent bundle can be locally mapped to R?", where n
coordinates map the location on the manifold and n coordinates map the direction of the
vector.

The tangent bundle is an example of a more general mathematical construct, the fiber
bundle, in which the fibers are manifolds rather than tangent spaces (which are a particular
type of manifold). In the case of the tangent bundle, the tangent space 1), M is the fiber
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over point p, and M is the base manifold. Since locally the space can be mapped into
coordinates of the base and the fiber, it is locally a product bundle M x T}, M. This is true
of a general fiber bundle B, which is locally M x F', where F is the fiber manifold. A
point in B can be mapped into M (7 : B — M) and a point on M can be brought into the
fiber “preimages” F), with 7—*(p). A point on the manifold can be mapped to a point in
the bundle using a section s : M — B.

Examples: A fiber bundle which can be globally expressed as M x F'is a global product
bundle (examples are the five-dimensional space M, x S* or the cylinder C? = R! x S1).
An example of a fiber bundle that is only locally a product bundle is the Md&bius strip,
which is locally R' x S*.

An important additional construct on the fiber bundle relates to coordinate transfor-
mations on the fiber. Two mappings in an overlap region can lead to different “coordi-
nates”; the mapping from one to the other (¢i¢;1) is an element of the structure group
G, and is known as a transition function (g;;). A fiber bundle is normally labelled by
(B, M, F,G, 7). In a principle fiber bundle a point in the fiber can be mapped locally to
the structure group G.

Example: In the case of a tangent bundle the general linear structure group GL(n, R)
maps R" onto itself.

The topology of the universe is a principal fiber bundle U containing the spacetime
manifold M and fiber manifolds corresponding to the groups SU(3) x SU(2) x U(1) in
a local region of spacetime.

1.3 Spacetime metric

To describe dynamical processes we need the basic concept of distances and angles.
This requires a mapping of vectors to real numbers, which then allows a metric that sets
vector lengths and angles.

A mapping w of a vector to R is called a covariant vector (or a one-form). In a coor-
dinate system defined on a patch of a manifold, a basis for covariant vectors dz* can be
defined so that the covariant vector takes the form w = w,dx*. The space of all maps of
vectors in a tangent space is called the cotangent space, T); M. The concept of vectors can
be extended to tensors: a tensor of type (g, ) has ¢ contravariant vector components and r
covariant vector components. V' is a tensor of type (1,0) and w is a tensor of type (0,1).

The infinitesimal distance along a curve d~y/dt is to first order the length of the vector
V' at the point p multiplied by dt = e along the curve. The notion of the length of a vector
is thought of in terms of its magnitude; formally we create a (2,0) tensor and use a (0, 2)
tensor to map it to a real number (i.e., an inner product). The square root of this number is
the vector’s length. In the case of a distance along a curve, the (0, 2) tensor is the metric g
and the integral of /g over a curve gives the length of the curve. Frequently the distance
is written as ds and, in terms of a coordinate system,

ds® = Guvdzdx”. (1.1)
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More rigorously, the metric at a given point p on a manifold can be expressed in a coordi-
nate system as

1
g(p) = igw(p) [dzt ® dz¥ + dx¥ & dz*']. (1.2)

The inverse (2, 0) tensor g~ can be similarly defined in terms of a coordinate system with
a contravariant basis. A vector on spacetime has units of distance, so the spacetime metric
has units of inverse distance squared. The metric of a flat spacetime is the familiar diagonal
Minkowski metric; in general it is possible to diagonalize the metric. Because the metric
is not positive-definite, the spacetime manifold is pseudo-riemannian.

Historical interlude: In the early twentieth century, Kaluza and Klein discovered that a
metric can be written in the five-dimensional spacetime My x S! with a component that can
be intepreted as the electromagnetic field; the equations of general relatively then contain
the electromagnetic field equations.

In the five-dimensional spacetime the ground state corresponds to the flat diagonal met-
ric ¢% 5 = (v, —Po), where 17, = (1,—1,—1,—1) and &y = R?, with R the radius of
the circle S'. Expansions about this ground state produce a metric

9uv — BB, B,®
- : 1.3
948 ( B,® ~® (-

where all terms are generally functions of z# and 2° = 6. The metric is not diagonal, and
is thus referred to as a non-coordinate metric. It is straightforward to calculate the inverse

of the metric,
9" B.g"
g*P = , Lo . (1.4)
B,ug# - +g# B/LBV

A general coordinate transformation along the fifth dimension leads to the usual gauge
transformation. To see this, write B, = £A,, and fix the S’ metric to its ground state
® = ®,. Consider the transformation of the off-diagonal term g,y under a translation
0 =0 — Ee(x). Then 80/dx' = —£07,,0,¢() (since 2" = z1), and

;o ox* 00 00 Ozt Ox* Oz" 00 00 Ls

9 =905 it gy 9 G g I g 9 g g ()
giving

B, @y = 0, B,®q + 64, Bo&0ye (). (1.6)

Writing B,, = {A,,, we get Ait = A, + O.€e(x). Thus, a coordinate transformation in the
fifth dimension corresponds to a gauge transformation of the “field” that is the deviation
from the ground state in this dimension. This observation was made in an attempt to unify
gravity and electromagnetism, but problems arose in the predictions of the masses and
charges of the particles. This led to the description of the universe not as a five-dimensional
spacetime, but rather as a fiber bundle consisting of a four-dimensional manifold and group
fibers.
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1.4 Connections

1.4.1 Parallel transport in spacetime

While the metric definition provides a method for determining the length of a vector,
it does not directly provide a comparison of vectors at different points in the manifold.
This is because the metric can change from point to point. To compare vectors, one needs
to transport them to a common point with a common coordinate system. This is done by
parallel transport. Parallel transport keeps a vector at a constant angle with respect to the
tangent of the trajectory. The difference between vectors V'#(z’) and V*(z) at a common
point z will have two components, one from the transport [V'#(2’) — V'#(z)] and the other
from the intrinsic difference [V'#(x) — V*#(x)]. In flat space there will be no difference
arising from the transport. In curvilinear space there will be a difference

V(@) — V() = TH, V" da™, (1.7)
Combining the two pieces, the total difference in the vectors is
DV# = (9\VH — T4 V) da?. (1.8)

The right-hand side of the equation makes it is clear that the covariant derivative is a (0, 1)
tensor (i.e. a covariant vector) with a chosen coordinate basis dz*. The covariant derivative
is along a particular direction. The parallel transport of a vector corresponds to DV* = 0;
when the direction of the covariant derivative coincides with the direction of the vector, the
vector is transported along a geodesic curve. The linear coefficient I}, is known as the
connection and is clearly dependent on the covariant coordinate basis (it is therefore not a
tensor). The connection can be written in terms of the metric as

1
Z)\ = igyﬁ[a,ugn)\ + a)xgnu - angu)\}- (1.9)

1.4.2 Parallel transport in a fiber bundle

Extending the concept of parallel transport to a fiber bundle proceeds as follows. Con-
sider a curve v in M that is “lifted” with a section o to 4 in P such that its tangent vector
is purely along M; this is known as the “horizontal lift” of v. Moving along this vector
moves from one fiber to another, with no change in the group position if the fiber space is
“flat”. One can separate a general vector in the fiber space in terms of a horizontal vector
in the direction of another fiber, and a vertical vector in the direction along a fiber. In a
general fiber space, parallel translating an object in group space along the horizontal lift
can change its group position:

dg(t)

= =w(X)g(t), (1.10)

where X is the tangent vector to the curve in M and g is determined by a particular section
mapping points in M to points in P. Different horizontal lifts are possible, bringing the
curve to different points on the fiber. The connection on the fiber is w, analogous to the
connection in the spacetime manifold. The connection has a direction in spacetime along
a curve, as in the case of the connection in spacetime, and is not a tensor. It is also specific
to a particular point in the group space (i.e. specific to the lift). To go to a different point in
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group space, one can either use a transition function on the fiber, or change to a different
horizontal lift, or section. In this case the connection transforms as

w=g 'wg+gdg. (1.11)

In both cases the connection is a horizontal lift, so its propagation along fibers does not
change. In the geometrical description of the gauge forces, w is related to the gauge po-
tential; for the electromagnetic force the relation is w = —ieA. A particular choice of
lift corresponds to a choice of gauge. Consequently, a change in the lift corresponds to a
“gauge transformation.” The presence of a gauge symmetry in nature indicates the inde-
pendence of spacetime vectors to the position of the lifted vector in group space.

In the case of electromagnetism, with a structure group U(1), the transition function
between two points in group space is g;;(x) = e~ ¢(®) at a point x on the base space. The
gauge transformation law for A is therefore (in a coordinate system):

Al (x) = Au(x) + éé)ﬂqb(x), (1.12)

where A corresponds to the lift ¢ and A’ corresponds to the lift ;.

With a connection in the group space we can define parallel transport and the covariant
derivative. The last piece we need is a representation of the group space, for the connection,
and a corresponding vector space for the object to be translated. This additional structure
provides an associated vector bundle to the principle fiber bundle. Then we can define a
covariant derivative on an object ¢ in the group vector space,

in a particular coordinate system in spacetime (represented by () and in the group vector
space (represented by 7, j). Setting D1)* = 0 corresponds to parallel translating ) along a
lifted curve in the associated vector bundle.

1.5 Curvature

The curvature of a space can be quantified in terms of the change of a vector when
transported around a closed path. As an example, for the parallelogram shown in Fig. 1.1
the change in the vector V, is

AVH* =R VYo, (1.14)

where 0®? = a®b? is the area enclosed by the path and the multiplicative factor R} 518
the curvature tensor:

Rl 5= 0aTh 5 — 05Tl + T8, —T0, I8 (1.15)

Because of the symmetries of the curvature tensor, there is only one tensor that can be
constructed by index contraction: the Ricci tensor R,5 = g R}, 3, whose trace R =
d"’R, g 1s the curvature scalar.
A vector in the fiber space also changes as it is transported around a closed curve hori-
zontally lifted into the product bundle P:
Ayt = F, ot (1.16)
The curvature tensor F},, is again related to the connection:

Fl=0,AL —0,Al +[Al, AL (1.17)
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P*SLP
p b

ro

2 da

Figure 1.1 A parallelogram defined by vectors a® and b® at point P, with parallel sides given by
their transported vectors at points P; and Ps.

1.6 Principle of least action

Classically, the equations of motion for a particle of matter can be derived from the
principle of least action, i.e. the requirement that the action is minimized. In general
relativity, the action associated with spacetime is the integral of the scalar curvature:

4
= Tor G/Rfd (1.18)

Extending this action to the associated vector bundle requires additional mathematical
structure, since the curvature scalar was defined by applying a metric to the curvature
tensor while there is no metric on the fibers. Instead the contraction takes place with an-
other curvature tensor, giving an action that is quadratic in the fiber curvature. Including
this action and that of matter (expressed as the Lagrangian £,/) gives

B R  F? .
S = /(16G+4+[’M>‘/ gd*z (1.19)

Historical interlude (II): In a five-dimensional theory, the effective action in four di-
mensions can be derived using the five-dimensional action and integrating over the fifth
dimension. The action in five dimensions is

Iy=—

d®x|det g5|'/? Rs 1.20
e [ ol detgsl'2Rs (1.20)

where G5 is the gravitational constant in five dimensions, Rj is the five-dimensional curva-
ture scalar, and g5 is the five-dimensional metric. In terms of the Ricci tensor, the curvature
is

Rs = g"PRup. (1.21)
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The Ricci tensor is defined as

Rep = ¢5Rsep (1.22)
= 950cTsp —06Tap + TRl 5p — TBulén) (1.23)

in terms of the connection
1
I'Gp = §QCD(5A9DB +0B9gpa — OpgaB)- (1.24)

Consider once again the metric expansion about the ground state [Eq. (1.3)]. Terms with
0s and 0,,gs5 are zero. The Ricci tensor with only 6 components is 95 R, 5. o1

Rss = g4(0,T5; + Ts05 + T30, — T2 T% — T2, T%) + ... (1.25)

o

The additional terms are zero; the only non-zero term is the one with connections of the
form

1
gg”A(augAs — OrGsp)- (1.26)

The curvature from the ¢®° R55 term becomes

vo_
I's, =

1 v "
955R55 = _1955.9@9)\‘ gﬂp<augu5 - augfw)(a)\gpf) - apg/\f))
1
= —1g55(&,BN¢) - 0,B,9)(8,B,® — 9,B,®)
P 2 @2 2
—TgFH,,F“” + Y8 g Bor, P, (1.27)

The first term contributes to the action, while the second term is cancelled when adding to

g5pR5p. It turns out that there is another term in g*” R,,,, equal to %gﬂwF’“’. Adding
this term gives Rs = Ry + ®¢2F? /4, resulting in the action

1
167TG5

Is = /d5x| det g5|"/?(Ry + ®E*F?/4). (1.28)
Integrating over 6 gives 27; we can also pull out \/gs5 = R from the determinant to leave
| det g4|. Writing G4 = G5/(27R) gives us the four-dimensional gravitational term we
are looking for. Then, recalling that we are considering the ground state ® = gs55 = RZ2,
we can obtain the desired electromagnetic term by setting £2 = 167G,/ R2. We are left
with the four-dimensional effective action,

1
167TG4

1
I = /d4x|detg4|1/2R4 - /d4x|detg4\1/2FWF””. (1.29)

We can calculate the mass of a charged scalar field, which has a Fourier expansion

$a,0) = > ¢"(x)e™’ (1.30)

n=—oo

and satisfies the five-dimensional Klein-Gordon equation,

<aa”82)¢>—0 (1.31)
w R2062 ' '
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Writing the Klein-Gordon equation as
(0,0" + m2)¢™(z) = 0, (1.32)

we see that m? = n?/R?, defining the mass of a given Fourier mode. A translation of the
extra dimension leads to the following change in mode n:

" () — emEePn (). (1.33)
Equating the charge with —n¢ leads to the following expression for R for n = +1:

R =/167G4/¢. (1.34)

If we take U(1) to be that of QED and the unit charge to be ¢/3 = v/4ragas /3, the charge
+1 particles have a mass

m=R"1=17x10" GeV, (1.35)

while the chargeless mode will be massless. The large masses of the charged particles is a
weakness of the theory.

1.7 Conservation laws

Noether’s theorem states that any transformation that leaves the Lagrangian invariant
results in a conserved charge. Invariance with respect to a translation in spacetime leads to
the conservation of energy and momentum,

9,T" = 0. (1.36)
A transformation of coordinates in gauge group space leads to the conservation of charge,

B, J" = 0. (1.37)






CHAPTER 2

PATH INTEGRALS AND FIELDS

The classical description of forces is valid in systems with large action (S > h), charac-
terized by high particle multiplicity where the effects of individual fluctuations are sup-
pressed. In this limit, a force can be described by a smoothly curved spacetime or fiber,
resulting in the acceleration of particles following a geodesic. To describe forces at a
fundamental level, individual particle interactions must be considered. Quantum mechani-
cally, a force is transmitted by the quantized propagation of a spin-2 tensor (for gravity) or
spin-1 vector (for the other forces) between two particles. Mathematically, the exchanged
gravitational tensor is the metric tensor, inducing a local modification of time and distance
scales for the particles (in particular shortening the distance between the particles, like
pulling two points of a rubber sheet toward each other). The exchanged force vector is the
fiber connection, which modifies the momenta, and thus the trajectories, of the interacting
particles. Physically, the quantized tensor is a graviton and the quantized connection is a
gauge boson. The probability amplitude for such an exchange can be calculated given the
fiber-bundle structure and the elementary matter fields.

To determine the probability of an interaction, we calculate the transition rate from a
given initial state to a given final state. This transition rate will depend on all possible
interactions that produce the final state, given the initial state. In particular, it will depend
on the exchange of not just a single particle, but of multiple particles. Calculating such
exchange is non-trivial, but can be compactly summarized by a phase-weighted integral
over all possible intermediate states. This integral is known as the path integral [8].

Electroweak physics, lecture notes. 11
By Chris Hays
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2.1 Non-relativistic path integral

To become familiar with the path integral approach, it is useful to first consider a non-
relativistic transition of a particle from an initial state |q,t) to a final state (¢’,t'|. The
Schrodinger equation provides the time dependence of the state, |q,t) = e*t|q), so

(g t']g,t) = (¢ |e"HE D). 2.1

The amplitude can be split into short steps in time; considering each possible intermediate
state g; at time ¢; gives

(q',t'|q,t) =/dql.-.dqn<q’,t’lqn,tn>.-.<q1,t1\q7t>. (2.2)

The integrals reflect the fact that all possible intermediate states must be considered, since
the states form a complete orthonormal basis. One can say that the particle takes all pos-
sible paths between states, hence the name “path integral”. Each intermediate state has a
phase determined by the Hamiltonian.

To derive an expression for the integrals over intermediate states, consider the transition
amplitude for an individual step 7 = ¢;41 — #;:

(Git1, tiv1]qir ti) = (@11 — iHT|q;), (2.3)

where the approximation arises from ignoring higher order terms in H . Inserting a com-
plete set of states in momentum space gives:

(Gig1s tiga |qis ti) ~ / %ei[pi(‘lﬂrl*%)*HT]’ (2.4)
27

where the first term in the exponential arises from switching from position to momentum

bases, i.e. (p|q) = €'P4, and terms quadratic and higher in H7 are again assumed to be

negligible. If we now consider the time steps to be infinitesimal, we obtain the path integral

form for the transition amplitude:

(d.tg,t) = / DaDp i alpi-r(p.a) (2.5)
27
where Dq and Dp indicate that the integrands are functions of time.
For the non-relativistic Hamiltonian H = p?/2m + V (q), the integral over momentum
functions can be performed. Making use of the relation

[e’e) 2 1/2
/ e(faz2+bm+c)dm _ e(ZT+C) (f) / , (2.6)
a

— 00

the path integral becomes
(d'.t'lg,t) =N / Dy ¢t i i), 2.7

where N = lim(n — oo)[m/(2mi7)]("*1)/2 is a normalization factor and L = mq?/2 —
V(q) is the classical Lagrangian. This is just the integral over all possible paths, with
a phase determined by the action of each path. The phases will cause a cancellation in
amplitudes except near the minimum of the action, where “near” is defined in units of A.
The limit 7 — 0 reproduces the classical equations of motion.
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2.1.1 Perturbation theory

For a general potential V' (g), the transition amplitude is not analytically calculable. If
the potential is small, one can perform a perturbative expansion:

2

+.. 28)

t/ t
- rt! 1
et Viat)dh = — Z/ Vg, t1)dts + 5 *i/ Vg, t1)dty
t t

Inserting the first term into the transition amplitude gives an integral over the free-particle
Lagrangian, which is quadratic in ¢. Splitting this into infinitesimal integrals over the path,
and making use of the general result

>~ —a(z'—x;)? —b(mi—m)2d — T —a"fb (2’ —x)? 29
/_Ooe e T; ,/aere , 2.9)

the first step in the integral is

m o0 . 2 : 2 m i 2
d im(ze—x1)*/(27) jim(z1—2)*/(27T) — im(zo—1x) /[2(27’)]' 2.10
omit /, L one ¢ omi(27) € 210)
In the next step 27 — 37, so after N steps we have (N + 1)7 = ¢ — ¢. This leads to the
following expression for the free-particle transition function:

L g the = O — ), | im(a =)/ 2], 2.11
<q ) |Q7 >0 ( ) 271'1(7,” — t)e ( )

The second term in the perturbative expansion contains a factor eimd*/ 2V (q,t) in the in-
tegral. To evaluate this we separate the free-particle factor into times before and after the
application of the potential:

(¢ t']q,t) = —i/ dtl/dql(q/,t/|q1,t1>0V(q1,t1)<q1,t1\q7t>0. (2.12)

A similar procedure can be performed for the remaining terms, resulting in the Born
series shown pictorially in Fig. 2.1. The series represents a sum over the number of possible
intermediate interactions with the potential V (g, t). The pictorial representation is simply
a combination of lines (propagators) and vertices (interactions) represented respectively by
<q/a t/|Q7 7f>0 and V(qa t)

Thus far only initial and final position eigenstates have been considered. One can also
consider initial and final momentum eigenstates. Then the transition, or scattering, ampli-
tude is

S = (@, tpt)
= /(p’,t’\q’, t)q' g, t) (g, t|p, t)dqdq" + ...
= (' —p)+

—i/<p’t’|q’t’><fJ',t’\q17t1>oV(q1,t1)<q17tllq,t>o<q7tlp7 tydqdq'dgdt, 2.13)

As before, the first term is simply the no-scattering case; additional terms describe the in-
teractions. S is a matrix giving scattering amplitudes from p to p'.
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f,¢
{.t g4

Figure 2.1 A pictorial representation of the non-relativistic perturbation series for the transition
(¢',t'|q, t) in the presence of potential V' (g, t).

2.1.2 Green’s functions

The path integral approach is particularly useful for describing scattering experiments.
One typically has initial and final states consisting of narrow gaussians of momentum
and position eigenstates. The transition amplitudes are computed from Green’s functions,
which can be calculated using perturbative path-integral methods.

The two-point Green’s function G(t, t') is defined as the propagator between initial and
final free-particle (ground) states. The propagation between an initial position and a final
position can be represented by (0]¢f(#')§(t)|0). We can relate the Green’s function to the
measurement of the position of the particle at some times between those of the far distant
past and future:

(d', 00lq" (t")d(t)la, —o0) = (4, 00|0){0]g" (t')d(£)]0)(0lg, —o0)(d", 00lg, —o0) (2.14)

The expression on the right contains the Green’s function and (¢’, co|q, —00), so we can
write the Green’s function in terms of the left-hand quantity. We can then express it in
terms of a path integral that covers all paths between the past and future:
<q/a OO|q, 7OO>
1 DqgDp

lim
tyg—(=)oo {qy, trlgs, ts) 27

(t)q(t)e’ sl dt[pg—H (p,q)+ieq® /2]

One can extend this to an n—point Green’s function and express it more compactly by
adding to the Lagrangian a “source” term Jq, which is removed by setting J = 0 at the
end of the calculation:

(=i)"6"Z[J]
foty) = 2 02U 2.16
Gltitn) = S S 5T /=0 (2.16)
where
Z[J] = lim 1 Dquei fttif dt[Pd—H(l),Q)-&-Jq-&-ieqz/Q]. (2.17)

t;——00,t f—00 <Qf7tf|Qi7ti> 2
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The function Z[J] is the analogue of the partition function of statistical mechanics, with
the replacement 1" — 4t. It represents the transition amplitude from the ground state at a
time in the infinite past to a time in the infinite future. We have added a term —ieq?/2 to
the Hamiltonian in order to suppress the contributions from higher energy states at large
values of absolute time. The integral over momentum functions has not been performed,
since in general the integral does not lead to a path integral over the Lagrangian.

2.2 Path integral of a scalar field

To calculate a transition amplitude in relativistic quantum mechanics one has to con-
sider not only all possible paths of a given particle, but all possible paths of all possible
intermediate particles. To facilitate calculation, the wavefunction is elevated to an operator
with a component that produces a particle when operating on the vacuum (the “creation”
operator) and a component that eliminates a particle when operating on the vacuum (the
“annihilation” operator). The wavefunction thus becomes a “field” operator whose excita-
tions correspond to individual particles. Free scalar particles are represented by solutions
to the Klein-Gordon equation,

3
o(x) = / %[af(k)e—“kf—m) + a(k)et ket (2.18)

where a single-particle state is represented by |k) = [(27)32w]*/2a* (k)|0) and the annihi-
lation and creation operators have the commutation relation [a(k),af(k")] = 6%(k — &').

Viewed from a path integral perspective, the relevant transition amplitude is no longer
between initial and final positions or momenta of a single particle, but between initial and
final field configurations. One can still consider single-particle initial and final states, but
intermediate multiparticle states must also be included. The transition amplitude between
initial and final field configurations of a single-particle scalar state is

0160 )6(@)10) = 5757727 -0 .19)

where
Z[J] = / Depe’ | I olL@)+To+ics?/2], (2.20)
This can be derived in a manner analogous to the single-particle function by slicing up both

space and time into incremental steps and using a Lagrangian density for ¢, e.g.

1

L(6) = 5(Du00"¢ — m??) — L. 2.21)

In a field theory the ground state is the vacuum, so Z[.J] represents the vacuum-to-vacuum
transition amplitude. It is also known as the generating functional.
2.2.1 Free-field transition amplitude

A succinct closed-form expression for the vacuum-to-vacuum transition amplitude can
be derived in the case of a scalar free-field theory (i.e., the Lagrangian in equation 2.21
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without the ¢* term). Expressing 0,¢0" ¢ in terms of a total divergence, which vanishes
as x — 00, the generating functional can be written

ZolJ] = /D¢e—ifd4ﬂf[%¢(0u3“+mz+i€)¢—J¢]. (2.22)

To perform this integration, express ¢ as the deviation from the field ¢, that satisfies an
effective Klein-Gordon equation:

(0,0" +m? —ie)py = J. (2.23)

Then the generating functional is
ZolJ] = /D¢e—ifd4m[%¢(8u6“+m2+ie)¢—%J¢o]. (2.24)

This has two pieces: an integral over ¢ that doesn’t contribute to the Green’s functions,
and a ¢¢J integral over space that does. Express ¢ as

do = — / Ap(z —y)J(y)dYy, (225)

where A satisfies
(0,0" +m? —ie)Ap(z) = —6*(2). (2.26)

Now write the integral over ¢ as a constant N. To normalize the functional such that
Zy[0] = 1 we divide by N to obtain:

Zo[J] = e~ 2 J A'ad'y @) Ar(z=y) T (v) 2.27)

From this functional it is straightforward to calculate the n-point Green’s function:

\" ¢ )
G(x1,.oyy) = (z) 57 (a0) ...5J(xn)Z[J]|J:0. (2.28)
The free-field generating functional thus gives a simple n-particle propagator: the 2-point
Green’s function corresponds to single-particle propagation, the 4-point Green’s function
corresponds to two-particle propagation, and so on. The n-th term in the expansion of
the exponential gives the 2" Green’s function for n-particle propagation. The propagator
satisfies the Klein-Gordon equation, with all other field configurations normalized away. It
is straightforward to show that the propagator can be expressed as

1 4 efika:
Ap(r)= g [ ks (2.29)

(2m)4 —m?2 +ie’
The expansion of the exponential in Zj is shown diagramatically in Fig. 2.2, along with
the corresponding “Feynman rules”.
2.2.2 Interacting-field transition amplitude

The generating functional for a self-interacting scalar field (Eq. 2.21) can be expressed
in terms of the free-field functional Zy[.J] as:

Z[J] = NetJ 5t (F7) = 7,1 7], (2.30)
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Figure 2.2 A pictorial representation of the vacuum-to-vacuum transition amplitude for the scalar
free-field theory. Also shown are the “Feynman rules” for the source and the propagator.

While this cannot be solved explicitly, it can be solved at each order in g. The zeroth-order
term just gives the free-particle functional. The term linear in g is:

. 4
—g 4 o —i [d*zd*yJ(z)Ar(z—y)J(y)
N,—= [ d 2 Yy rlz—y)J(y
9741 / z(i&](@) ¢
2

Ng_Ti!g/d‘lZ{—?) [Ar(0)]* + 6iAx(0) [/AF(Z—Z‘)J(x)d4aj 4

[Ap(z — x)J(Jj)d‘lxr}e—% J dladly (@) Ar(z—y) T (v) (2.31)

ZglJ]

As in the free-field case, the normalization factor is chosen such that Z[0] = 1, and is just
Z7YJ]|j=o. Expressing Ar(z — y) as a line and A(0) as a loop, the functional can be
written as in Fig. 2.3 to first order in g. The n—point Green’s functions are straightforward
to derive; they simply pick out the factors with n factors of J. The 2-point function is
shown in Fig. 2.3 to first order in g. In equation form it is

Glai,20) = iAp(z1 — 22) — gAF(O)/d4zAF(z —21)Ap(z2 — 2) + ...

_ i /d4k e—ik(r1—I2) |:1+ ’LgAF(O)/Q

(2m)4 k2 —m? + ie k2 —m?2 +ie

! /d4k ¢ thim ) (2.32)
(2m)4 k? —m? —igAp(0)/2 + i€’ '

Q

The interaction has a rather remarkable effect: it produces loops in the propagator that shift
the pole. The result is that a particle’s mass is not fixed by the mass term in the Lagrangian,
but rather the combination of such a term with all the possible loops in the propagator. For
an interacting field theory the shift at order g is dm? = igAp(0)/2. By itself such a
shift is problematic, since Ag(0) is quadratically divergent. This can be handled by a
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Figure 2.3 A pictorial representation of the vacuum-to-vacuum transition amplitude for the scalar
interacting-field theory, to first order in g. Also shown is the first-order correction to the 2-point
Green’s function.

renormalization procedure that uses the mass term in the Lagrangian (the “bare” mass) to
cancel the divergence.

2.3 Path integral of a fermion field

The propagator of a Dirac fermion field can be derived in a similar manner, where the
field has internal degrees of freedom and satisfies the anticommutation relations {1 (), 1/);3 (y)} =
dapd(x — y). The field operators can be expressed as

d®k A . . ,
Z k,s)u(k,s)e” " + dT (k, s)v(k, s)e' ™ (2.33)
=, / o) 32E }

and ¢ = 'I/AJT’V(), where (") and d() are the annihilation (creation) operators for particles (u)
and antiparticles (v). The operators satisfy the anticommutation relations {b(k, s), bf (k’, s")} =
{d(k,s),dT(K',s")} = (27)32E6,56(k — K').

The generating functional for a free fermion field is

Zo(7,m) = /’Dd;’DqZ)eifd4z[1;(i¢7*m)¢+ﬁw+ﬂ;?7]’ (2.34)

where 7 and 7 are source fields and ¢ = ~#0,. To extract the propagator, we write

W =)o + 9" and ) = g + 7', where

(i@ — m)g = —n
Po(i@ —m) = —1j. (2.35)

The solution vy can be written as

Wo = — / dyAp(z — y)n(y), (2.36)
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where (i) — m)Ap(x —y) = 6*(z — y). Writing the delta function as

4
5 —y) = / (;l ];e‘““('”‘”), (2.37)
™

we find the fermion propagator,

_ [ 4% 1 —ik(o—y)
Ap(a:—y)—/(27r)4 (k—m—&-ie)e v, (2.38)

In terms of the Feynman propagator, the generating functional becomes

Zoln) = [ DyDEeS A - o
= et fd4md4yﬁ(x)AF(m—y)n(y)’ (2.39)
where the integral that does not depend on the source has been divided out in the normal-
ization. The Feynman propagator can be derived from the generating functional:
) )

(e —9) = gy s ol ko, (240

2.4 Path integral of a gauge field

Quantized fluctuations of the gauge-group connections, expressed as wavefunctions of
A,, with creation and annihilation operators, are the gauge-boson particles transmitting the
forces of the Standard Model. Because of the gauge freedom, one cannot write a general
gauge field operator; a gauge must be chosen before quantization. Similarly, naively ap-
plying the path integral over all possible field configurations A, gives an infinite result
because all possible coordinate transformations are included in the counting.
The coordinates can be set by inserting a delta function in the integration over the coor-
dinate variable. Recall that a general gauge transformation takes the form:

a plalj —iT““wj a pa inbwl i icha:j —’iT“awk
[T AL]‘;n:[e 0():|k[7— A#]f[e 0()i|m_§|:e 0():|k|:aue 9()j|m
241)
which for small rotations reduces to
1
Al = A%+ [0 Af, — P (2.42)

where only indices representing basis connection matrices are kept. Choose a gauge by
setting some functions of the connections to zero, f*(A,) = 0, and then integrate over the
gauges 67:

/ [d67 (x)]5[f (AL)] = [det <g£j ﬂ - . (2.43)

Now, to do the path integral, we include the delta function to choose a particular coordi-
nate system and divide out the extra volume factor that arises from this integration. The
generating functional is then

Z[J] = / DA/, det (ggj) SIFH(A,)]e! S A mlet T  Aul (2.44)
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This procedure of fixing the coordinate system is known as the Faddeev-Popov ansatz.
To perform calculations it is useful to recast the additional factors as extra terms in the
Lagrangian. The determinant can be written as

8fi _ - —i [T MYnid
det (6(%) = /DnDne 1 n , (2.45)

where M = ng; and the new fields #° and 77 are non-physical fermion “fields”, typ-
ically referred to as “ghost” fields. The delta function can also be expressed as an ex-
ponential by writing it as §[f?(A4,,) — B(z)] and multiplying by a constant integration
| DBexp[—i/(2a) [ d*zB?(z)], which just affects the normalization. Then the integral
over DB replaces B with f? (due to the delta function) and the generating functional be-

comes

Z[J]=N / DA, DiyDre " | Lerrd's (2.46)
where
La = £ LT gy
2
= L+ Lgr+Lrpc. 2.47)

GF refers to the gauge-fixing term and F'PG refers to the Faddeev-Popov ghost term.
This is the starting point from which the Green’s functions, and hence the gauge boson
propagators, can be derived.

2.4.1 Free-field generating functional

To derive the free-field generating functional from the effective Lagrangian, it is con-
venient to use the class of gauges where f! = 8"A2L. To find the matrix M, we take
the derivative of 8“AL with respect to #7. Combining this with the other terms in the
Lagrangian, we obtain the following generating functional:

Z[J,c,cl] = N/DAHDnD?]Jr exp{i/d‘lx[fi(auAf, - &,AZ)Q - %(5‘“14;)2 +
0" (690, — gf AR + THAL + Tyt 4 T, (2.48)

where J,, ¢ and ct are sources of the fields A*, nf, and 7, respectively (note the normal-
izations have been redefined to take out a factor of 1/g). As in the scalar field case, we can
separate this into a quadratic free-field term and an interaction term at higher order in the
fields. Then we can write the generating functional as

210, ¢,¢l] = &5 553255 ] 20101 Zo e, o), (2.49)

where ST contains only interaction terms. The propagators can be extracted from the free-
field functionals Zy[.J] and Zo|[c, c']. We can express Zo[J] as

/ DA el | A" 030~ (1= 1100 A 4 T A7) (2:50)

after removing surface terms (the normalization is implicit here and in the following). The
Gaussian integral can be evaluated using

/DAe—%AKA”A x (det K)~ze’K 77, 2.51)
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to obtain: ‘ _ _
Zo[J] = e~ 3 J ded*y T (@G (@-0) T v) 2.52)
where \ " :
v d*k e @y Lt kv
GZ (CU - y) = _5ij WW uv — (1 - a)? (253)

Common gauges are o = 0 (Lorentz gauge) and o = 1 (Feynman gauge). One can verify
that this is the inverse of K by integrating d*y K"/ (x —y)G (y — 2). A similar procedure
can be applied to obtain the free-field generating functional for ghosts:

Zole, cf] = e—ifd4$d4yC”(€E)Gu(w—y)cj(y)’ (2.54)

where . elo—y)
d*k e~y
Gijlx—y)=—6i | —F5—5—. 2.55
(=) ) (2m)* k2 +de (2.55)
Interaction terms can be determined using Sy and the derivatives of the free-field generating
functional. We will return to the interaction terms after considering the modification of the

propagator due to the Higgs mechanism.






CHAPTER 3

CROSS SECTIONS AND LIFETIMES

To link the underlying theory to experimental observations we need to translate Lagrangian
densities into differential cross-section predictions. The procedure involves producing a
scattering matrix based on the Green’s functions and relating it to a measurable cross sec-
tion. The matrix can be divided into a phase space component and a fundamental inter-
action component, which can be calculated in a straightforward manner using Feynman
diagrams and rules.

3.1 Scattering matrix

A cross-section or lifetime calculation begins with the scattering matrix S = (f|i),
where 7 represents an initial state and f represents a final state. The LSZ reduction formula
expresses an n-particle to n-particle scattering matrix in terms of the Green’s function in
the position basis as

(), @l Ty, ey ) = H64(m; —xi)+ H(b(xi)(b(xg)(au@“ +m?); | G(z1,...,2)).

(3.1)
The states ¢ are expressed as free-particle plane waves with creation and annihilation op-
erators that act on the vacuum. In the momentum basis the differential operators become

Electroweak physics, lecture notes. 23
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the particle momenta:

<pllv "'7p;1|p17 7pn> = H54(p; - pz) + (_,L)Zn H( ;2 - m2)(p12 - m2)
XG(_p/la"'a_p'/n,apl»"'apn)a (32)
where
G(plv"'vpn) :/ |J:[ d4xieiplwi‘| G(Zla"'axn)' (33)

The prefactors to the Green’s functions (e.g. p7 — m?) cancel the external propagators that
don’t contribute to the scattering probability.

Example: In an interacting scalar field theory witha —§; ¢* term, the four-point Green’s
function of two incoming and two outgoing particles is

G(x1, 0,2}, 7h) = —ig/d4zAF(:v1 — 2)Ap(z2 — 2)Ap(z — 2))Ap(z — 25). (3.4)

Since we typically have approximate momentum eigenstates, it is most appropriate to cal-
culate the scattering matrix in the momentum basis. Using the Fourier representation of

the propagator,
Ap(e) = o [t (3.5)
FYT 2 k2 —m? + e ’

the integral over x in equation 3.3 will give a delta function requiring k; = p;; then the
integral over k; just replaces k; with p;. The factors of p? — m? cancel, leaving only
exponentials in the integral over z. This last integral gives (27)* times a delta function that
enforces momentum conservation:

(Ph,phlp1,p2) = 6*(p1 — P18 (p2 — ph) —ig(2m)*6* (P} + ph — p1 — p2)
= §*(py — p1)8*(ph — p2) + i(2m)*6* (P} + ph — p1 — p2)M, (3.6)

where M is a Lorentz-invariant quantity generally referred to as the “matrix element” of
the process. In this example, the matrix element is simply equal to —g. In general, every
4-point vertex will contribute a factor of —g to the matrix element; this is an example of a
“Feynman rule”.

3.2 Expressions for cross sections and lifetimes

The scattering matrix represents the probability amplitude for a process. To get a prob-
ability one needs to square the amplitude. Since we are generally interested in probabilities
of scattering processes or decays, we consider only the interaction term in the scattering
matrix (the transition amplitude). We further factor out momentum conservation to get the
matrix element capturing the dynamics of the process:

2
[P oos Pl 1, s PR ? = G [ [ 16* (0 =) [P+(27)° [54 (Zpéf - sz)] M.
% i % 3.7)



EXPRESSIONS FOR CROSS SECTIONS AND LIFETIMES 25

A typical scattering experiment will have two colliding particles in the initial state. These
particles will have a spread of momentum with wavefunctions represented by

dPpyd?
|1, P2) :/mﬁ%|2917p2><]31,p2|¢1,¢2>- (3.8)

This gives a spread of matrix elements:

f (Qi)gé%f;Ez <pl "7p;n|p1ap2><plap2‘¢la¢2>|2 =

5 161(@) Plos (@) [T, 8 (0 — p) + (2m)*6% (X, pir — X pi) M), 3.9)

where we have used one of the delta functions in each term to Fourier transform |¢;(p)|?

to |¢;(x)|? for colliding particles 1 and 2. We focus on the interaction term that changes
the state, defined as the transition probability P:

/d4xH|¢z 2(2m)*5* ij/ —Zp] |IM|2. (3.10)

For a two-particle collision, the cross section is defined as the transition rate per unit vol-
ume divided by the “incident” particle flux and the “target” particle density:
dP
dVdt

The flux is given by the density of particles per unit volume (|¢;(x)|? x 2E;) times the
relative velocity of the initial state particles:

= flux x density x do. (3.11)

1
15 = [(p1P2)2 - m%mg] :
FE1FEs

The final-state particles are measured in finite momentum range with a density of states
d®p;r /(2m)3 (the “phase space”). Combining all the pieces gives the following differential
cross section:

2
do(p1,p2 = P, s Pm) = (2m) M ij ij H &pe

4[(p1p2)? m1m2 (2m)32E
(3.13)
We have assumed that the final-state particles are distinguishable; if there are n indistin-
guishable final-state particles then we need to divide by n! to remove the combinatoric
factor.
The expression for inverse lifetime, or width, is nearly equivalent to that of the cross
section; the difference is merely to move one particle from the initial state to the final state:

(3.12)

M? d*pyr
dr ol = GIME i 4 § . 14
(pl — P aan) 2E1 g p] 1:,[ (27T)32Ei' (3 )

Example: Given the differential equation for the cross section, we can apply it to our
simple example of ¢¢ scattering in a scalar field theory with a —%(;54 term. Assuming
highly relativistic initial and final states, the differential cross section becomes

2m)'* o, d3p} d3ph

5 o 3.15
Sx dpupy’ P12 ) e e (1Y)

do(p1,p2 = Py, ph) =
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where the factor of 1/2 is the combinatoric factor for indistinguishable particles. In the case

of scattering in the center of mass frame of the initial particles, p; = —p» and p1ps = 2E?

(where E; is the energy of each initial-state particle). Then the cross section equation is
(2m)'g?

do(p1,p2 — P, py) = 16753(]3/1 + P5)0(Ey + By — 2E;)

dPpy APy
(27)32F) (2m)32E%"
(3.16)
Performing the integral over d®p), sets j, = —p}. The integral over d®py, = F%,dEy,dQ
then cancels the E% in the denominator, and 6(2E7, — 2F;) contributes a factor of % We
are left with:

2

g

o(p1,p2 = pr/,p2r)

3.3 Feynman rules

The four-point vertex in the scalar field theory gives a simple contribution to the matrix
element: g. This is an exmaple of a Feynman rule. Any matrix element can be constructed
by collecting all diagrams contributing to a process and inserting coupling factors at each
vertex and propagators for each internal line. The coupling factors are straightforward to
extract from the Lagrangian: they correspond to the coefficient in front of a set of field
operators that determine the particle lines emanating from the vertex, times a combinatoric
factor for indisinguishable external lines. In the case of the —%¢4 term, there are four
scalar operators emanating from a vertex with a coefficient of —% and a combinatoric
factor of 4! for associating each particle momentum with a given line.

Including Lagrangian terms for the fermion fields with covariant derivatives for the
U(1)gm gauge fields, we can construct a complete set of rules for determining the matrix
element for electromagnetic processes from Feynman diagrams:

1. apply a factor of —iey* for a vertex with a positive charge emitting or absorbing a
photon;

2. enforce conservation of momentum at each vertex with a delta function;

3. integrate over a propagator for each internal line,

d*p i
/ on)i 7%]7” — (3.18)

for a fermion,

d*p i
/ @n)i e G149
for a scalar, and
d*k —i kHEY
[Gois om0 (20

for a photon;

4. include arrows for fermion particle flow and consistently order terms in the same
particle-flow direction (conventionally backwards in particle flow);
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5. include spin factors of u(p) [@(p)] and ¥(p) [v(p)] for external initial-state [final-
state] fermions and antifermions respectively;
6. include polarization factors of e# [e#*] for external initial-state [final-state] photons;
7. and include a factor of -1 for each fermion loop.

These Feynman rules allow the calculation of any QED process. However, at higher orders
loop diagrams appear, which are typically divergent. To remove these divergences and
allow physical predictions requires a program of renormalization.






CHAPTER 4

THE HIGGS MECHANISM

Fundamental scalar fields are a special form of matter. They have explicit self-couplings
and provide potential terms to the fermions, without any known geometrical origin (unlike
the gauge bosons). In addition, the form of the scalar potential can produce a vacuum that
breaks gauge symmetry, giving mass to the gauge bosons.

4.1 Self-interacting scalar field theory

It is instructive to investigate theories of a single self-interacting scalar field described
by various Lagrangians with different ground states. Writing the Lagrangian in terms of
fluctuations about the vacuum (the physical particles) demonstrates how simple changes
to the Lagrangian can lead to a rich set of physical phenomena. The most basic case
to consider is the real scalar field. With a complex scalar field a number of additional
phenomena can appear, such as the presence of massless Goldstone bosons resulting from
an invariance in the Lagrangian with respect to rotations of the field.

4.1.1 Real scalar field

A basic Lagrangian for an interacting real scalar field theory is

A
£(6) = 5(0,006 — m?6?) — To"
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As A — 0, this approaches a free field theory with kinematics described by the Klein-
Gordon equation:

[0,0" —m?)¢ = 0. 4.1

This equation represents the physical situation of a ground state at ¢ = 0 and harmonic
oscillations of the field about this ground state. The solution is given by equation 2.18:

" Pk 1 ik, xt A —ik, xt A
6@) = [ g™ a0 + e ), @2)

where a(k) is the destruction operator that removes a particle with momentum & and a' (k)
is the creation operator that produces a particle with momentum k. Incorporating a non-
zero self-coupling A creates perturbations that affect the propagation of a particle through
emission and reabsorption of additional particles.

Now consider a change in sign of the mass term, taking the mass parameter to be real.
This case corresponds to a potential with a local maximum at ¢ = 0 rather than a local
minimum. A field starting at ¢ = 0 will radiate energy until it reaches the ground state at
¢ = ++/m2/A\. The ground state, or equivalently the vacuum, has a non-zero eigenvalue

for the field operator ¢ Expressing the operator as ¢>0 +6, and choosing a particular ground

state ¢|0) = 1/m2/X|0), the Lagrangian is:

L) = l(auaaﬂ(s + m2gE + 2mpod + m26?) — 5(¢>g + 4930 + 647507 + 406 + 6%)
4
= (0u00"5 — %) /3 4 ot T “3)

where in the second line we have assumed operation on a vacuum-to-vacuum transition
and replaced ¢ with \/m? /. This Lagrangian describes an interacting scalar field theory
of a particle oscillating about the ground state with a mass of v/2m. The theory contains
both 63 and §* self-interaction terms and the ground state corresponds to a potential well
with a minimum Vi = —m*/(4)). The inclusion of information about the ground state
allows a physically transparent expression for the Lagrangian, including the symmetries of
the Lagrangian with respect to the physical states.

4.1.2 Complex scalar field

It is straightforward to extend this investigation from real to complex scalar fields.
Writing the complex field as ¢ = (¢1 + i¢2)//2 and the Lagrangian as

£(6) = 5(06" 96 + 176°0) — N6"6)°, @4

it is clear that the ground state will occur for a field value of |¢o| = y1/v/2)\. This corre-
sponds to a circle in the complex ¢ plane with radius |¢g|. As before, a field starting at
¢ = 0 will radiate until it reaches this circle in ¢ space, and we can rewrite the Lagrangian
by considering variations about the ground state. The ground state will be some point on
the circle and we choose axes such that it is in the direction of the positive axis of the real
field. Then ¢ = ¢ + (6 + i€)/+/2 and the Lagrangian becomes:

4
Ls(8,€) = (a SOM5 —2p26%) + 2(3 €0'e) — /L\F/\5(52+62)—%((52+62)2+Z—/\. (4.5)
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There are two types of oscillations, one along the radial direction and the other along the
azimuthal direction. Since there is no quadratic term for the field in the azimuthal direction,
the corresponding particle is massless. This massless particle arising from an invariance of
the Lagrangian with respect to the ground state is known as a Goldstone boson.

4.2 Gauged scalar field

Perhaps the most interesting phenomena occur when a scalar field possesses a gauge
group charge and has a non-zero vacuum expectation value. This value specifies a di-
rection, or phase, in group space, and gives non-zero masses to the corresponding gauge
bosons. To explore the possibilities, we consider charged scalar fields under an abelian
U(1) gauge group and a non-abelian SU(2) gauge group.

4.2.1 U(1)-charged scalar field

The simplest gauge group is U(1), which can be represented by a phase or a location
on a circle. A single gauge boson, or connection, A,,, describes the parallel transport of
the momentum vector of a field with a U(1) fiber degree of freedom and charge —e:

D¢ = (8, + ieA,)pda'. (4.6)

There are no group indices, since it is a one-dimensional space. The scalar field has no
direction in spacetime, but it has a position in group space; it is a vector in the group space
with location determined by its phase.

The Lagrangian is simply the interacting scalar-field Lagrangian with derivatives given
by equation 4.6, plus a curvature term —F,,, F*¥ /4:

1

£(8) = 5(Dub* D6 + 1267 6) = A(6"9)" — { Fuu F*™. @)

The minimum of V' (¢) has not changed, so again we expand around the ground state of
the vacuum and obtain the terms in equation 4.5 [L4 (0, €)] plus terms with A, from the
covariant derivative:

L(0,e,A,) = Lg(0,€)+La, (0,6, Ay)

CU y g g g ’
= Ly(d,¢)+ WAMA — maMGA + e[60,€ — €0, 0]AF +
e e? 1
= o — (2 2 wo_ = %
2\A5AMA + 5 (e°+6%)A A 4F,“,F . (4.8)

There are a number of remarkable phenomena in this Lagrangian. First, consider the term
2,2
A=A, AP = e?(¢)2 A, A", The non-zero expectation value (¢) is at a particular loca-

tion in group space, i.e. it has a specific phase. The e?(¢g)2A4,, A" term transports fields
with group positions along this specific phase, over a characteristic distance |(¢o)| . One
can imagine a source with a particular U(1) phase is parallel-transported via A,,. Since A4,
has a potential well in the direction (¢g), the phase “falls” in this direction over a space-
time distance |{¢o)| . Oscillations in the phase are thus damped out over distances of this
scale.
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The parallel-transport of the phase can be seen in the bilinear term %8M6A“, which
corresponds to a vertex with one d,¢ line and one A, line. Recalling equation 4.2 for
a free field, d,e = k¢, the vertex projects A, along the direction of propagation of e.
The connection A,, parallel-transports ¢ into the potential well. One can use a coordinate
system, or equivalently a gauge, where this term is zero. Changing to this coordinate
system requires to the following changes in the fields:

¢ = eif/%(b
1

In this gauge the connection follows the scalar field oscillations about the vacuum in group
space; this component of the scalar field is absorbed by the connection and the Lagrangian
becomes:

212

1 2:2 1 v
L(6,A)) = 5@58#5—2# ) )] + [—4FWF“ + 55 AlLA™M|
62—’“‘5,4’ AP i52A AP 4 VN8P — 352 + u (4.10)
o/ 9 O AuiTH 1% T '

We see that oscillations in € have moved to oscillations in the connection; the two-component
gauge field has acquired a third field, i.e. another degree of freedom, along its direction
of motion. This is the longitudinal component of the massive vector field. This choice of
coordinates is known as the “unitary”, or “physical” gauge.

4.2.2 SU(2)-charged scalar field

A scalar charged under SU(2) can have any half-integer charge. We consider the case
of a charge 1/2 scalar, which can be represented as a complex doublet ¢;, ¢ = 1,2. The
analysis continues along the lines of the Abelian case, though now with group indices
on ¢, A, and F),,. The set of connections again describes the parallel-transport of the
momentum of the field, but now with the possibility of changing the SU(2) charge of the
field: ' , a

D' =[50, — g~
where 7 is an SU(2) basis that can be represented by the usual Pauli matrices. Taking the
potential

A% | dat. 4.11)

V(g) = —12(¢7¢) + M#'9)?, (4.12)

the ground state corresponds to an expectation value of (¢7¢) = u?/2)\. Now we choose
axes such that this expectation value is real, positive, and in the “down” state:

()0 = (M/\O/ﬁ) : (4.13)

Expanding the scalar fields about the vacuum expectation value gives a Lagrangian

L= [(C’h - Z’gT;AZ) (¢ + <¢>o>}T [(c’h - z‘ngZ) (¢ + <¢>>o)} +V<¢>—EF;ZVFW,
(4.14)
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where ¢’ = ¢ — (¢)o. To obtain the gauge boson masses, we take the term combining two
Al with two (¢)o:

2 (7949 (§)0)t (70 AP (¢)o) =
2 A A, — 1A A¥ AP — jAY 0
o omva) (T e ) e
Alll« + ZAQM _A3/1« Al + ’LA2 _AS ,u/ 2\ (4 15)

2 2 AIL o l‘AH
= gT'LQL (Alﬂ -+ Z‘AQ‘u 7A3#) ( liA‘u 2)
3
= 405 (A AY + Aoy Ay + Ag A).

This is of the form %MZ‘AﬁA‘”‘, where M4 = gu/(2v/X). Thus, all three gauge bosons
have equal mass in the theory.
To obtain the scalar field masses, the terms quadratic in ¢’ must be calculated. We have

E2((0) + 8 (D)o + &) — M'Td + ¢T (D)o + (D)5 + () (B)o)? =
129" — AT (905 (D)o + (¢1(8)0)% + ((8)56")% + 2(8'T(8)0) (D)5 )] + -

- ( é) 4.17)
2

2 2
121947 +185%) = 5 (216412 + 2105+ 052 + 65 + 2165 ) = —5- (6 +5)”. (4.18)

(4.16)

‘We now write

and expand equation 4.16:

Thus, the real component of ¢ has a mass v/2p and the other three scalar fields remain
massless (the Goldstone bosons). The three massless fields are “eaten” by the gauge fields
in the unitary gauge.

4.3 Propagators after symmetry breaking

In a scalar field theory with Lagrangian given by equation 4.7 and a U(1) gauge sym-
metry, the field has a vacuum expectation value that can be defined as (¢)o = p/v2A.
Expanding the scalar field about (¢)( gives equation 4.8. We parametrize the gauge-fixing

condition as
agu

2v/\ ©

which is set to zero with a delta function in the generating functional. With this gauge-
fixing term and neglecting ghost terms, the free-field Lagrangian is

f=0,A" + (4.19)

1 2.2
LG €A = 5 (0,001 —2076%) + 5 (3#6({“)“6 ey 62> +

1
2 N

1 > 1 Y2
Z v mo_ 2
4F;LUF + o ALA % (O, A™)] . (4.20)
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The propagators can be calculated from the generating functional using the expression for
a gaussian integral (equation 2.51). The propagators are:

1

Bs(k) = @ 202 + i€’
i
‘Ae k - 9
iAe(k) k2 — ag?u?/(4N) + ie
i ki k
j —(1— et . (4.
B = gy v 0T e agean | 42

There are several useful gauges. The unitary gauge corresponds to @ — co, where the ¢
propagator disappears and becomes the longitudinal component of the gauge boson prop-
agator. The Landau gauge corresponds to o = 0, where the e propagator is the original
massless Goldstone boson. The 't Hooft-Feynman gauge corresponds to @ = 1, where
the € has the same mass as the gauge boson; i.e. the longitudinal component of the gauge
boson is kept as a separate propagator.



CHAPTER 5

THE ELECTROWEAK THEORY

The Electroweak theory is based on a simple Lagrangian built from the following compo-
nents: an SU(2)xU(1) gauge group structure; a single scalar field; and three massless gen-
erations of fermion fields that interact with the scalar field. The scalar and fermion fields
have charges in the SU(2)xU(1) group. The scalar field has a potential with a non-zero
vacuum expectation value, resulting in an effective Lagrangian of massive gauge bosons
and fermions, with a residual U(1) gauge symmetry.

5.1 Fundamental Electroweak Lagrangian

Fundamentally, the Electroweak Lagrangian has a remarkably simple structure. It is
composed of a gauge curvature, a complex scalar field, and massless fermions:

L= »Cgauge + »Cscalar + »Cfermion~ (51)

The gauge group structure governs the interactions between fermions. The curvature
of the group space affects particle trajectories through the gauge bosons; each fermion has
charges that determine how its motion is affected by this curvature. The electroweak gauge
group structure is SU(2)r, xU(1)y and the curvature of the group space can be described
by an effective Lagrangian:

1. .1
Lonnge = =3 Fpu P = ZF, F'™, (5.2)

nv
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where
Fl, = 0,Al, — 0,A, + ge7" Al A} (5.3)
is the field tensor of the SU(2);, gauge group and
F;,w = 9,4, — 8VA;L 54)
is the field tensor of the U(1)y group. The charge associated with the SU(2);, group is
called “weak” charge and that associated with the U(1)y group is called “hypercharge”.

There is one scalar field in the Electroweak theory: a complex doublet under SU(2)y,
transformations with hypercharge equal to 1. Its Lagrangian is:

Lycatar = (Do) (D" ¢) + 1i2dTd — A7), (5.5)
where the covariant derivative is
. Ti 1 -g/ / “w
D¢ = |0, — zg;AM — ZEA“ odxt. (5.6)

The fermion fields are massless in the fundamental Lagrangian, so can be separated into
right- and left-handed helicity SU(2);, doublets:

1
YR,L = 5(1 +95)9, (5.7

where the positive (negative) sign corresponds to the right-handed (left-handed) helicity
state. The fermion Lagrangian is

Liermion = WLy Dutbr, + by Dyutbr — (Yisindbip + yiidin dls + hoc.) (5.8)

where

i /
Diy <au - ig%AL - z’Y‘ZAL) Wrdat,

!
Dip = (aﬂ—iy*‘;A;) Wrdah, (5.9)

QB = iT2¢, and y;; and yfj are Yukawa fermion-scalar couplings that are different for each
pair of fermions (¢, j are generation indices). The right-handed partners to the down-type
and up-type fermions are w% and v, respectively. There are three generations of fermions
separated into quarks and leptons, and the Yukawa couplings are not diagonal with re-
spect to these generations. These are the only couplings in the model that are generation-
dependent. The hypercharges Y are respectively 1/3, 4/3, -2/3, -1, and -2 for left-handed
quarks, right-handed up quarks, right-handed down quarks, left-handed leptons, and right-
handed charged leptons. If neutrinos were massless, no right-handed neutrinos would be
required; even with massive neutrinos there may not be right-handed neutrinos (the mass
terms could be of Majorana rather than Dirac form). If right-handed neutrinos exist they
have no weak charge or hypercharge.

To complete the Standard Model, one simply needs to add another gauge field to Lgayge.
It transforms under the group SU(3).; only quarks are charged under this group.
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5.2 Electroweak symmetry breaking
In the Electroweak theory the scalar field has a non-zero vacuum expectation value.
This significantly complicates the effective Lagrangian: three of the four gauge bosons

have non-zero masses, fermions have non-zero masses, and the residual massless gauge
boson is a linear combination of the original “neutral” gauge bosons.

5.2.1 Scalar field Lagrangian

The scalar field potential has a minimum at (¢T¢)o = 12/(2)). Choosing the coordi-

nate axes such that
0
= 5.10

we can expand Lgcalar about ¢’ = ¢ — (d)o:

7,a / T 7_b /
Cene = |(00 = i0 T4 =54 ) 0+ 0] (0~ ig T A%~ A7) (& + (o)
+12 (0 + (0)0) (¢ + (8)0) — A& + (D)) (¢ + (8)0)]*- (5.11)

The covariant derivatives give:

- ' DG f'Laaf‘gflf /Tf'Lbef'gf/'u
L:scalar - DH¢D¢+ 8# ZQZA# Z2A# d) Zg2A Z214 <¢)>O+

o . 'g/ T . b , ‘gl
(o= i) on] (o -ioTav —ifar)ors
) Ta .g/ , T ) Tb b .gl ,
(oG az-i2a,) @] (-aa —iLar) o .12
The first term is the kinetic term for the physical ¢’ field. The second and third terms give

coefficients for ¢’ A,, A* (a three-point vertex) and 0,,¢’ A* (a two-point mixing term). The
last term gives the gauge field mass coefficients:

( ug (ZA _A ) B Aa 4 ng' A/) QF(_ZAM A“) N
2v2a e T A2 2v2x 3 T NNk i%A#_il\L/LAm -
2 2
2 2
MSA (A AY + Ag AY 4 Ay, AY) + “;i Anam B 8*?\9 (g A™ + AL AP).(5.13)

This equation has significant physical ramifications. Individually, the connections in the
U(1) and SU(2) spaces would transport group vectors along the position in group space
chosen by the vacuum. However, since the vacuum has both SU(2);, and U(1)y charges,
there is a correlation: the transport purely along U(1)y, or purely along the 73 direction in
SU(2)1, increases the potential. Constant potential can be maintained by transport along 73
and U(1)y in a correlated way. Since the SU(2)r, coupling is larger than the U(1)y coupling
(g > ¢’), phases can be transported further from the vacuum in the U(1)y direction for the
same change in potential. Weighting the U(1)y transport by g and the 73 transport by ¢’
gives a direction of constant potential: oscillations about this direction will correspond to
a massless connection.
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We can see this algebraically by writing down the mass eigenstates of the equation:

W:t _ Alﬂ F Z‘AQ#
o \/§ 5

g+ 9Asto4,
m

/92 +g/2 ’
Az, — g Al
z; = I (5.14)
/92 + g/2
where the masses are extracted by equating the coefficient of WJ W=+ W, WHT to
m3y+ /2 and the coefficient of Z,7 Z~# to m7,, /2:

e M9
2V
2 12
mg = VI T (5.15)

2N
The remaining gauge boson Z;[ = B,, is massless. It is common to express the relative
values of g and ¢’ in terms of an angle, with the SU(2)y, direction 75 along the x-axis and
the U(1)y direction along the y-axis, so that my,+ = myo cos Oy .

Another way to look at this is through the Goldstone bosons. The scalar terms in the
Lagrangian lead to three massless scalar fields and one field with mass v/2/.. The three
massless scalar fields combine with the massive vector bosons to produce the spin-0 lon-
gitudinal components of these vector bosons. The fourth scalar field describes a massive
physical particle with oscillations up the sides of the potential well. With four vector
bosons and only three Goldstone bosons, one vector boson must remain massless.

5.2.2 Fermion field Lagrangian

As with the scalar Lagrangian, we can expand the fermion Lagrangian about the vacuum
expectation value, ¢ = ¢ — (¢)o:

d
o . . 1y
Efermion = “/]L’yl DMwL + “PR’)” DMwR - (y;ijsz(é/w;iR + 2 ’(/}iLw?R +
V2X
Y i + PGt + ), (5.16)
J J 2 J

where ¢ and j are generational indices. The fermions have received mass terms through
the vacuum expectation value of the scalar field and the Yukawa couplings, which together
produce a fermion potential well. The terms are complicated by the off-diagonal couplings
of the Yukawa matrix, which leads to a difference between the mass eigenstates and the
weak eigenstates. We can parameterize the relationship between eigenstates with a set of
rotations as follows.

Since none of the other interactions contain off-diagonal couplings, the generation
eigenstates of i can be defined by these couplings. That is, only the Yukawa couplings
are sensitive to the rotation

i = Uijir. (5.17)
The generation eigenstates of 7, can also be rotated, but because they are weak doublets,
the up-type and down-type rotations cannot be made independently. Defining their rotation
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matrix as V/, the combined rotation results in the following transformation of the Yukawa
couplings:

y/d — VTydUd
y/u _ VTyuUu’ (5]8)

where U?, U™ and V are unitary matrices. It is in general possible to choose U" and V/
such that y'* is diagonal and therefore the mass matrix of up-type fermions:

Ly R = (WL V)V U (U ) (5.19)
We then have ~ ~
Oy g = (0L V) (VIyU) (UTTys). (5.20)

Now we can write V = VIV, where V439U is the diagonal mass matrix for down-type
fermions. Then

Oy = (D VeV VT (VAU (U ). (5.21)

We see that the difference between mass and weak eigenstates is the matrix V’. We can
redefine the right-handed eigenstates so that the Yukawa couplings can be expressed in
terms of the mass matrix as:

y'd = V'T(vidydudyy, (5.22)

The relationship can be expressed in terms of eigenstates as 7"%** =V’ z/ﬂL”mk.

A general N x N unitary matrix has N? parameters, of which N(N — 1)/2 can be
parameterized as real Euler angles. There are therefore three real angles and six phases
in the matrix V’. We can freely choose the phases of the right-handed eigenstates. The
1% phases will be compensated by a choice for the 11V states, providing diagonal phases
to multiply the V'T matrix. The 1% phases will be compensated by the V' matrix to
maintain a real mass matrix. These diagonal phases multiply the V'T on the right. This
leads to a general matrix of

Vllei(dnfel) 1/1261'(%*92) ‘/1361'(@51*93)

V' = | Vayei(92=01)  V,eild2=02)  1/,,i(d2-05) | (5.23)
V?)lei(¢’3—91) ‘/})zei(tﬁa—@z) ‘/égei(%—%)

Since only phase differences appear in the matrix, five of the six phases can be used to
rotate away the phases in the matrix. The sixth is linearly related to the others:

1
¢ —01 = §[¢1*92+¢1*93+¢72*91+¢>3*91*
1
§(¢2—92+¢2—93+¢3—92+¢3—93)]- (5.24)

With three measurable angles and one measureable phase, the “CKM” matrix can be writ-
ten:

-5
C12C13 $12€13 s13e” 13
’ s .
V' = | —s12c03 — c12503513€™12  ciaco3 — S12523513€°013 sazc1z |, (5.25)
is i
5125923 — €12€23513€"°1®  —C12523 — $12C23513€"°1® C23C13
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where c1o2 = cos 612, s12 = sin 12, and so on. This is the CKM matrix for quarks, and if
there are no Majorana neutrinos there is an equivalent matrix for leptons.

It is instructive to make the approximations sin @ ~ # and cos ~ 1 — 6?/2 to obtain
the following parametrization:

1-— (0%2 + 9%3)/2 912 0136*513
V' =~ —019 1-— (9%2 + 933)/2 023 . (5.26)
—013¢"13 —023 1— (0334 633)/2

We see that for small angles the phase only affects the ij = 13 and ¢j = 31 elements of
the CKM matrix. In the Wolfenstein parametrization 615 oc A, f3 o< A2, and 613 oc A3,
Experimentally A = 0.226 and the proportionality constant is 0.814, so there is a hierarchy
in the angles. This demonstrates the challenge in experimentally accessing the phase 6.
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Figure 5.1 The self-interaction vertices of the gauge bosons resulting from the non-Abelian gauge
group SU(2). The quartic vertices contain a common factor Sy, xp = 29uv9rp — GurGvp — GupGur-
Not shown is the WW AZ vertex with a factor of —ieg cos 0w .Suu xp-

5.3 Electroweak propagators and Feynman diagrams

We now have the tools to write down the Feynman diagrams for the Electroweak La-
grangian. We define the general gauge-fixing terms

fio = At +iga (915 (0o — (0 5)
fo= 0 tig S (¢ (6) — (@))e). (527)
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Figure 5.2 The ¢¢pA, vertices from the A, ¢0" ¢ terms in the Lagrangian.

for SU(2)1, and U(1)y respectively. Inserting these terms into the Lagrangian and solving
the generating functional for the propagators gives:

+ ) k.k,
Al = D

k%2 —m3, + ie k% —ami,
—1 k.k
A = TV _ 1) muhv
p k% —m?% + ie [g“ (o )kQ—amQZ}
P ik,
S = g et 005
7
A = —_—
* k% — am?, + ie
7
Ay = —
91 k2 — 242 + ie
7
Ay = —
& k% — am? + ic
—1
Appy = o
wE k% — am?, + ie
—1
Boz = k% — am? + ic
—1
A,, = (5.28)

k2 +ie
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Figure 5.3 The ¢ A, A" and ¢pp A, A" vertices from the A, A¥ p¢p terms in the Lagrangian.
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Figure 5.4  The fermion propagator, the fermion-fermion-gauge boson coupling and the fermion-
fermion-scalar field coupling from the )y*0,1, YA, and Y¢¢ terms in the Lagrangian,
respectively.

Inclusion of leptons and quarks
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Vertices for leptons: I = (e, i, T), Vi = (Ve, Yy, Vo)

for quarks q: p = (u, ¢, t), n = (d, s, b) with the CKM mixing matrix U, of
eqn (12.39).
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From the complete Electroweak Lagrangian, the full set of interaction terms can be ex-
tracted. One needs the number of fields, the spacetime and group indices, and a factor of
momentum for each derivative in the Lagrangian. The complete set of terms is shown in
Figs. 5.1, 5.2, 5.3, and 5.4 [11]. Note that the gauge parameter does not enter any of the
interaction terms.

Example: To familiarize ourselves with the Electroweak Feynman rules, we construct
the matrix element for ZH production in eTe™ collisions. The Feynman diagram for
ete™ — ZH production in the s-channel contains an e*e™ Z vertex, a Z-boson propaga-
tor, and a ZZ H vertex (in the unitary gauge). The ete™ Z vertex contributes a factor:

ig

S — — 1 2 p—
4Cosewfyﬂ[( 1+4sin” Oy ) — vs]. (5.29)

Vete—z =

The Z-boson propagator in the unitary gauge is

—1 k. k
AZ -t Rk 5.30
k2 —m% +ie [g, m?% ] (5-30)

The last piece of the matrix element is the ZZ H vertex, whose factor is:

vpu _ gmz "y
ZZH ™ (o8 0y

(5.31)

Putting the pieces together, and including the external fermion spinors and external gauge
boson polarization (e"), gives:

! - —i AT igm
J U2y, [(—1+4sin® Oy ) —ys]uy [ (gu/\+ ; )} gmz v

4 cos Oy k% —m?2 + ie m? cos Oy Jrve
(5.32)
Combining terms, we obtain:
;2 ng ni.v 2
g mz . 2 g + kHEY /m3,
_ Ll(=1+ 4sin?0y) — T 1 2 )¢, 5.33
M 4 cos? Oy U2 [< + 4sin” Ow) 75] “ ( k2 — mQZ + i€ ¢ ( )

Higher-order corrections to the propagator will add a width to the propagator, imzI' 7.
There are also ¢- and u-channel diagrams, involving an e*e™ H vertex and an electron
propagator. These diagrams are negligible by comparison. To see this consider the eTe™ H

vertex, .
—igme

(5.34)

Vete-H = .

eteH 2mW
The vertex will contribute a factor proportional to m,./mw = (1.6 x 10°)~L. For com-
pleteness we can write down the corresponding matrix element,

2
g me

=< v - in? — Vg | — H. .
Smyy cos9wv27“[( 1+4sin® Ow) — s ui€e (5.35)

VoD — Me

There will be two such terms with p = p; — ps and p = p; — p3 in the denominator,
corresponding to ¢- and u-channel production.



CHAPTER 6

RENORMALIZATION

The calculation of physical processes is straightforward in the approximation of a single
particle exchange. However, loop diagrams at the next order in perturbation theory lead
to divergences in the calculations. In a renormalizable theory, the divergences can be re-
moved by fixing the Lagrangian parameters such that their effective values (including loop
corrections) are fixed by measurement. The Lagrangian then contains divergent bare val-
ues of the parameters and divergent counterterms that remove the loop divergences; the
combination is the renormalized measured value. This prescription, known as renormal-
ization, allows physical predictions as long as the divergent quantities can be absorbed
in counterterms without affecting the structure of the Lagrangian. All gauge theories are
renormalizable.

6.1 Renormalized Lagrangian

Recall the two-point Green’s function for a scalar-field Lagrangian £ = 9,,¢000" ¢o —
mg 2 go 4.
2 ¢U A1 (bO'

Glar,zs) = ibp(z1 —39) — QQ—OAF(O)/d4zAF(x1 D) Ap(za—2) + ..

4
= iAp(r1 — x2) —/d4zAF(J:1 —z) {go/ d’q 1

2 ) (2m)* g2 — m3 +ie
Ap(zs —2) + .. 6.1)
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Replacing d*q with ¢3dqd(?, it is clear that the loop integral will be quadratically divergent
(i.e., < g2 as ¢ — 00). Its effect is to modify the pole of the propagator. To see this, define
the correction term as iA p[—i%(p?)]iA g, where $(p?) = iA(0) for this loop, and p is
the propagator momentum into and out of the vertex. Combining terms with consecutive
loops at all orders gives

A _ _in 2
iAr(p) pg_m3+i€+p2_m3+i€[ iX(p7)]

i 1 1

2 _m2 44 ; 2 (
p* —mg+ie |14+ iX(p )pg_mg_HE
i
= . 6.2
P - D) + ie ©2

p? —m3 + ie

The function E(p2) can be extended to include all irreducible loops, i.e., all diagrams that
cannot be separated into propagator subdiagrams by cutting a line (since the reducible
diagrams enter the infinite sum). This more general function ¥(p?) can be expanded in a
Taylor series about a finite m?:

S(0) = () + (4 — )

2(0?)|p2=mz + - (6.3)
The divergent contribution from the momentum-independent loop can be absorbed com-
pletely by the first term ¥(m?), and we can choose m3 such that the divergence is cancelled
and m? = m2 + X(m?). Then the propagator is

i

A= R ) i

6.4)

where ¥/ (p?) = 8%22(1)2)\ p2—m2. There is one more divergent loop contributing to the
propagator, arising from the splitting of the initial line into three internal lines, which
then reconnect at the outgoing line. This divergence is momentum-dependent, leading
to a divergent ¥'(p?). We are thus forced to renormalize the fields to cancel the Z =
[1 — ¥'(p?)] factor and obtain a finite propagator. Writing the inverse of the propagator as

a renormalized two-point function,
ir®(p?) =p* —m?, (6.5)
we can fix m? using a measurement at a scale p?> = p2. Note that m? is in general complex,
producing a finite lifetime of the particle. We can similarly redefine the four-point coupling
to remove the divergence arising from an intermediate loop; the resulting function is
T p*) =g. (6.6)
We can again fix g using a measurement at a scale p> = 2. Then the Lagrangian can be

split into a component corresponding to the physical mass and coupling, and a divergent
component countering the divergences: the counterterms. Explicitly,

2 5m? 5
L=0,00M¢) — m7¢2 - %& + 620,00"p — %& - 4;‘,’&, (6.7)
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where
¢ = Z 74,
0Z = Z-1,
om? = m%Z —m?,
59 = 9Z°—g. (6.8)

For this Lagrangian all divergent loops can be absorbed by measurements of the La-
grangian parameters. Such a Lagrangian is renormalizable. The presence of infinities
arises from the naive extension of the theory to infinite momenta. In reality there are
effects at high momentum scales that will modify the effective vertex and render it finite
(specifically gravity and other new physics beyond the Standard Model). The counterterms
can be thought of as integrating out these high-momentum degrees of freedom, leaving a
predictive low-energy theory.

We can define additional Feynman rules for the counterterms to facilitate loop calcula-
tions. There is a propagator counterterm that comes with a factor of i(p?>§z — ém?) and
a four-point counterterm with a factor of —idg. We can then perform loop calculations,
keeping track of the divergences using the process of regularization.

6.2 Regularization

There are a number of possibilities for regularizing an integral. The most straightfor-
ward is to simply define a cutoff A, with the integral reproduced when A — co. However,
some care needs to be taken to make this prescription gauge invariant. It is more common
to use the dimensional regularization procedure, where the integral is performed in d di-
mensions. For d < 4, loop integrals are generally finite. We first study the simple case of
the one-loop correction to the scalar propagator, then consider the more challenging com-
putation of the one-loop correction to the four-point vertex, which requires a non-trivial
renormalization condition.

6.2.1 Propagator loop corrections

Since the action is dimensionless and is the integral of the Lagrangian over space, the
Lagrangian has d~' space dimensions, or d mass dimensions. From the 9,¢0"¢ term
one can see that the field ¢ must have d/2 — 1 mass dimensions. In order to keep g
dimensionless, a factor ;*~? is multiplied to the ¢* term. In d dimensions the divergent
loop can be calculated using

/ diq (-1 (o —d/2) 1

) L (o L (O B R Lo A

where I'(«) is the mathematical gamma function, which takes the value (n— 1)! for integer
arguments n. For the loop integral in equation 6.1, p = 0 and a = 1. Then

2 q> —m? +ie
. gmg |:4’]T,LL2:| 2—d/2

~igy s | r(1—d/2). (6.10)
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This expression is cancelled by the counterterm when the physical pole of the propagator is
defined to be m?; this is the on-shell scheme. Other schemes are possible, for example the
minimal subtraction scheme where counterterm removes only the divergent component of
the loop correction. Then m? is related to the physical pole through finite loop correction
terms.

We can explicitly separate the divergent component of the loop by expanding the gamma
function in terms of the deviation from 4 dimensions, ¢ = 4 — d. Then

[(1—d/2) = T(e/2-1)
= —%—'y—l—(’)(e), (6.11)
using
I(e—n)= (—1)”*% (6.12)
and .
(€)= - =7+ 0(), (6.13)

where «y is the Euler-Mascheroni constant, 0.5772157. Now we use the expansion a¢ ~
1 + eln a for the factor raised to 2 — d/2 in equation 6.10. Then —i¥(p?) becomes

2 2 2 2

= [ 2| [ g ()] it [P e (M) a9
The divergent term can be removed using a counterterm dm? = gm?/(167%¢) in the
minimal subtraction (M S) scheme. In the modified minimal subtraction scheme (M S)
the additional «y and logarithmic factors are included in the counterterm, since these appear
universally in dimensional regularization.

At O(g?) an additional divergent contribution to the propagator depends on p? and is
removed by two diagrams with counterterms: the four-point counterterm, where two lines
are connected (the same type of diagram as the leading loop contribution to the propagator);
and the momentum-dependent piece of the two-point counterterm (67).

6.2.2 Vertex loop correction

There is a loop in the middle of the s, ¢ and u channel diagrams, with a similar diver-
gent form to the propagator. This one-loop correction to the four-point coupling has the
following form in the s-channel:

—igu)? [ d'%k i i
_iar® — (Zigr) / . 615
! 2 (2m)4 k2 — m?2 +ie (k — p1 — p2)?2 — m? +ie (6.1

The first step is to combine the denominator using the standard Feynman integral,

1 ! dx
ab /0 [az + b(1 — 2)]2° (6.16)

Then the denominator becomes
(k2 =m?)x + [(k —p1 —p2)? —m?(1 —2) =
k? —m? 4 [=2k(p1 + p2) + 2p1p2 + pT +p3)(1 —2) =
[k — (1 +p2)(1 = )] + (p1 + p2)*z(1 — 2) —m>. (6.17)
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We shift the integrand to &’ = k — (p1 + p2)(1 — «) and use the standard integral equation
to get:

_iar@ — o)’ {md/zr(?d/@ 1

2(2m)? NE) ] J W o+ pa(l = 2) + 2P
(6.18)

Writing 2 — d/2 = ¢/2 and using I'(¢/2) ~ 2 — yand a“ ~ 1 + €lna,

CAr@ _ 9 T2 _6/1 —(p1 +p2)?x(1 — x) + m?
AT = L L ’y} {1 2 ), dxIn pr (6.19)

The integral is soluble and can be expressed as an arctan or a ratio of logarithms. Leav-
ing it in integral form, we have the s-channel result; the ¢ and u channel results add terms
that differ only by p; + p2 — p1 — ps and p; + ps — p1 — ps. We can now define
the following renormalization condition: the two-to-two scattering is measured with zero
outgoing momentum. Then s = (p; + p2)? = 4m? and t = u = 0. The counterterm is
then:

6g = ATW(s=4m? t=u=0)
39° g /1 —4m2z(1 — z) + m? m2
— 3 dzl 21 .
(4m)%e  2(4m)? vt 0 e 47 e 4 p?
Once we fix the coupling for final-state particles with zero momentum, we can calculate

the effect of the loop on particles with non-zero momentum. The one-loop correction to
the coupling is:

[—iAT@ (s, ¢,u)] — [—iATW (s = dm2,t = u = 0)] =
) ’ ! —$ — ’ _ — 2 — —x)+m?
iy | Jy dein (SRR ) 4 (SRt ) gy (el

This is an important result: the effective coupling is no longer a constant but increases
logarithmically with momentum transfer. The mass of the particle in the loop sets the scale
of the enhancement; the smaller the mass the larger the correction at a given momentum
transfer. We can parametrize the coupling as a function of momentum transfer, g(Q?); this
can be done systematically using renormalization group equations.

6.2.3 The renormalization group

We have seen that after renormalization we have finite loop corrections to interactions.
However, since we are working within a perturbative framework, we must also ensure that
the loop corrections do not become larger than the leading-order approximation. Since the
correction has a logarithmic momentum dependence, divergent behavior is possible if the
parameter is set at a scale far from the process under study. In complicated processes there
may be different scales relevant to different vertices. Using the momentum dependence of
the loop correction, one can define an effective coupling at the relevant scale of the process,
such that higher order logarithmic terms are small.

A change in the renormalization scale will generally affect not only the coupling param-
eter, but also the mass parameter and the field normalization. The Green’s function does
not depend on the scale, so the vertex function generally satisfies pudl'® /dy = 0, where
1 is the renormalization scale. Generalizing to an n-point vertex and using appropriate
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partial derivatives gives

om 9 |y _ g, (6.20)

0 0 0
17 1+ = “
"“aﬂ n\/>+'u8,u +'u5uag +M8u om

We simplify the expression by defining

—-—. (6.21)

The result is the renormalization group equation,

0

0] 0
u=—=+p no + my — r 0. (6.22)

The parameters «, (3, and v must be scale-invariant and can therefore only depend on g.
The renormalization group equation describes the changes in parameters with changes in
renormalization procedure. We can see how this works in practice using the ¢* theory. Set
the vertex renormalization scale to s = t = v = —Q? and assume Q2 > m?. Then the
four-point function is:

—iTW = —ig —ig?[V(s) + V(t) + V(u)] — idg, (6.23)
where the counterterm can be written

34>

g = T zag;)z {7+ /01 daIn (2222) +In <5”(147Tx)>} . (6.24)

We can now calculate the 3 function to O(g?) with the renormalization group equation.
We neglect the mass term, which does not have a momentum dependence, and the field
renormalization, which has a mass dependence at O(g?) and multiplies g in the four-point
function. Using the renormalization group equation and taking derivatives with respect to

Q gives
L 39° 2Q .
-8 = (g * 9 )

3 2
5 = (47{)2. (6.25)

The 3 function determines the momentum dependence of the coupling; since it is positive,
the coupling g increases as the scale increases. The sign of the 5 function is generally used
to determine the region of perturbativity of a given theory. We can put momenta on one
side and renormalized couplings on the other side to get

on _ 99

32
neo(8)

(6.26)
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We now integrate both sides starting from the renormalization scale © = @ to get an

expression for the effective coupling g as a function of u:

672 (1 1
o) = 5 (5 3)
1 3

1
5 = m - ﬁln(ﬂ/Q%

or

9(Q)
1 — 229(Q) In(1/Q)

g(p) =

6.27)

(6.28)

The denominator decreases as p increases; thus g increases as j increases. Starting from a
renormalized value of the coupling, its value at other scales can be used in a calculation to

capture the effect of one-loop corrections at different vertices.






CHAPTER 7

QED RENORMALIZATION

The introduction of renormalization into QED converted many field-theory skeptics, par-
ticularly once it was used to predict the anomalous magnetic moment of the electron. To-
day the prediction and measurement of the anomalous moment are the most precise of
any fundamental physical quantity. The measurement is frequently used to determine the
electromagnetic coupling constant in the renormalization of the Lagrangian.

Because QED is an unbroken Abelian gauge theory, it is among the simplest physical
theories to renormalize. It involves renormalization of fermion wavefunctions and masses,
the photon wavefunction, and the fermion-fermion-photon vertex coupling.

7.1 QED divergences

In QED there are three divergent diagrams at the one-loop level that must be renor-
malized: photon emission and reabsorption in a fermion propagator, a fermion loop in
the photon propagator, and photon emission by one fermion and absorption by the other
fermion at a fermion-fermion-photon vertex. These divergences can be calculated using
dimensional regularization, and then removed with counterterms in the Lagrangian.

The calculations use the QED Lagrangian in d dimensions:

- _ . . 1 1
L = iho 1" 0puibo — mothotho — eop® =2 Al boryuibo — Z(aqulz — 0, Aou)? — 5(3uAg)2a
7.1)

Electroweak physics, lecture notes. 53
By Chris Hays



54 QED RENORMALIZATION

where the last term is the gauge-fixing term with o = 1. The parameter x with dimensions
of mass is introduced to keep e dimensionless, and is required because Af has dimension
d/2 — 1 and v has dimension (d — 1)/2.

7.1.1 Fermion self energy

The one-loop fermion self-energy diagram contains a loop where a photon is emitted
and then absorbed. In d dimensions, the expression for the loop in Feynman gauge is

, , _ d?k i —ighv
~i2(0) = (=ieo ! [ e T ()

where we are taking the charge to be that of the electron for simplicity. To calculate this
factor, we first multiply the numerator and denominator by v,p% — Y,k% 4+ mg to move
all gamma matrices to the numerator. We then separate the propagator factors with the
Feynman integral

1 ! dz
— = _ . 7.3
ab /0 [az 4+ b(1 — 2)]? (7-3)
Applying this to the loop integral gives
ddk Y (VaP® = Yok + mo)y"
) — 02,4 d/ d / p\ «a . 7.4
R A T (R Fr Py )

The integration variable can now be isolated by defining it as &’ = k — pz:

d Y [Yap® (1 — 2) — Yo k'™ + moly*
Y(p) = —iegu’” d/ / Lt = . 7.5
() o )d (k2 —m3z + p?2(1 — 2)]? (7.5)

The term linear in k" will integrate to O so we have an integral of the familiar form

/ diq (=D T(a—d/2) (4n\*Y? 76
(2m)d(q? —mg)>  (4m)*  T(a) mg ' .
For the loop integral in equation 7.5, p = 0 and o = 2. The loop factor becomes
2 -d/2) m2z — p?2(1 — 2)]¥* 2
eput” d((/ / dzyu[vap® (1 = 2) + moly" { 0 ZW ( )] (1.7
Now we use v, 7" = d, 7, 7" = (2 — d)7y,, and € = 4 — d to get
e? !
S0) = 1e(e/2) [ defebiap™(1 ) = mo] + dmo ~ 20p" (1= )} ¢
0
m3z —p?2(1 - 2) /2
4 p?
e? e3
= %2 (=7ap™ +4mo) + @{%Pa(l +7) = 2mo(1 +27) +

1
o m3z —p?2(1 - 2)
2/0 dz[vap® (1 — z) — 2mg] In < o )} (7.8)
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where we have used I'(2 — d/2) = % — ~. The divergent term has two components that
can be removed with corresponding fermion terms in the Lagrangian:

Oeo

Loty = — #0400 + wo% (7.9)

These counterterms correspond to the renormalization of the fermion wave function and
of the fermion mass. It is more physically intuitive to work in the “on-shell” scheme,
where the Lagrangian is split into the finite physical field and mass terms with ¢) and m,
and counterterms iéZv,Z_w“c’)lﬂ/J and —idmp (Y = o /VOZ, dm = \/§Zmg — m). The
counterterm propagator is (6 Z~*p,, — ém), with the on-shell constraints

méZ —om —X(m) = 0,

07 — Z(,yltpﬂ)|7/‘pu:m = 0. (710)

ap;f)/#

We can use the one-loop expression for X(p) to solve for the counterterms dm and §Z.

7.1.2 Vacuum polarization

There is a divergent loop in the photon propagator similar to that of the fermion prop-
agator. It occurs when the photon splits into a fermion-antifermion pair, which subse-
quently annihilates into a photon. It is referred to as the vacuum polarization because the
correction to the ¢-channel exchange of a photon can be viewed as an interaction with a
fermion-antifermion pair appearing from the vacuum and subsequently disappearing into
the vacuum. The polarization screens the “bare” electromagnetic charge in analogy to
charge screening in a dielectric medium.

The vacuum polarization contribution to the photon propagator can be represented as

BFuw = ZAFIW AFuaZHa Afg, -

Higher-order corrections do not affect the pole of the propagator, as can be seen by ex-
pressing it in the Landau gauge as

7 1 1 B v
A = g 4 7 U s L (g — L
1Ap k2 (g q + k2 g q k2 g q2 +
= ARO[+ ]
iAR°
= } 7.11
Y (7.11)

where [T = ¢2(g"* —q"q" /q?)IL. In a general gauge the second (gauge-dependent) term
in the propagator will be modified by higher-order corrections.
The one-loop correction from a charged lepton is

d? i g

o’
Yap® —mo ' ypp? — vakP — mg

i, (k) = —p*~(ieg)” / , (7.12)

p

Tr
(2m)° {7“
where the minus sign is due to the fermion loop. To evaluate this integral, we move all
gamma matrices to the numerator by multiplying numerator and denominator by the same

factor, and we separate the propagators with the Feynman integral:

i, = —e2u'™ d/ dz/ ddp TM” Y0p” + mo)y (150" ~ k" +mo)
g (P —m2)z+ [(p— k)2 —m2)(1 — 2)}2

. (7.13)
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Again redefining the integrand to p’ = p — kz and recalling that integrals over terms linear
in p’ give zero, the numerator becomes

PP — kK7 2(1 — 2)| Tr(vuvarovs) + maTr(vum)- (7.14)
The traces can be evaluated in d dimensions using
Tr(’Yu’Yu) = f(d)g,w,
Tr(vvanys) = F(d)(Guavs = Guwgas + 9usdva), (7.15)

where f(d) is some function with the property f(4) = 4. The numerator becomes

F(@){20),p, — 22(1 = 2)(kuky — K°gun) — guu[p? — m§ + E*2(1 = 2)]}.  (7.16)

Putting this back into the integral gives

. 2pupy
1I , = - 4—d / d / H
Hu cou I (d : —mi+k2z(1— 2)]?

22(1 — 2)(kuky — k% g,0) v

Pt Rl AF P mi+ ()]
The last term is again of the form of equation 6.9, and it can be shown that the first term
gives the same result [p,,p, simply contributes m3 — k?z(1 — z) times g,,,,/2], so the two
terms cancel. For the middle term we again use equation 6.9 to obtain

) ie? 1 v ! m3 —k?z(1 — 2)
iIl,, = 277r02 (kuky — g k?) {36 5" /0 dz(1 —z)zln {02} } .

AT
(7.18)
There is a divergent term and several finite terms. In the minimal subtraction renormaliza-
tion scheme, the counterterm is only the divergent part of —II,,,,:

Ao s—=— [-1p o~ Lo, ampe (7.19)
AT Ten2e | 4 P ' '

In the on-shell scheme, the propagator is fixed at k2 = 0 such that the sum of I1,,, and

2, . . .
the counterterm factor 6 A (= — =5, in the minimal subtraction scheme) give zero. The

factor 6 A renormalizes the photon field according to A,, = A,,0/VJA. Ata given k? the
correction is

ie?

i[HH’/(k2) - HNV(O)] = ﬁ (guz/kQ - k’uklx) /0 dZ(l — Z)Zln (1 - kZ(lZ)) .

m2

(7.20)
For small spacelike momentum transfer (—k% < m? and k% < 0), the logarithm can be
approximated by In(1 + x) = z, giving

. 2 7:62 2 k2
il (k%) — 11,,,(0)] = 60n2 (guuk - kp.ky) (mz) . (7.21)

We can also consider the limit of high momentum transfer (—k% > m? and k%2 < 0),
where the integral gives

2 2\ 5
i, () — T1,,,,(0)] = %r? (g k® — bk {m (mz> — } . (7.22)
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Recall that we wrote the connection as w = —i(QeA in the covariant derivative. When the
field A is renormalized via A, = A,/ V/3 A, the coupling factor e must compensate with
e = egV/3A. This is because the covariant derivative can be written iz/;D#w, S0 it receives
just the renormalization factor from the wavefunction v = g/ V/6Z. We will see this ex-
plicitly when we calculate the vertex loop correction. Because of this compensating effect
on the coupling, we can view the propagator loop as a correction to the electromagnetic
coupling, and associate the k? dependence with the coupling.

To see the impact of the loop in the photon propagator, consider the exchange of a
photon between a pair of electrons. The matrix element will have the structure

A
(_Ze)m(—le). (723)
At high momentum transfer, |k%| > m?, the effective electromagnetic coupling is
0
a(k?) = —— o(0) s (7.24)
1- 37 In (m265/3)

where o = €2 /(41). We see that the electromagnetic coupling increases in strength log-
arithmically with increasing momentum transfer. Higher momentum probes shorter dis-
tances and the interaction is therefore more sensitive to the bare charge of the electron.
The typical interpretation is that the loops represent electron-positron pairs in the vacuum
that screen the charges of the interacting electrons.

Application: A practical example of the impact of a running coupling is its contribu-
tion to the Lamb shift of the energy states in the hydrogen atom, whose high experimental
precision provides sensitivity to high-order loop effects. At leading order, the Dirac equa-
tion of an electron orbiting a nucleus can be written

(—i& -V +Bm — Za) = En. (7.25)

r

The solution to the equation gives a series of hypergeometric functions with energy eigen-
values

(7.26)

2 2 2 22
En=m 7%« (Za)( n

1— —
i+1/2

~3/4) 4.

2n2 2n4

According to this expression, the states 2P/, and 25,5 should have the same energy,
since they have the same total spin j = 1/2 and radial number n = 2. However, their
different values of orbital momentum (I = 0, 1) lead to slightly different energy levels
when higher order corrections are taken into account. The higher order corrections affect
the | = 0 state, whose wavefunction is substantial at low r (< m_ 1) where the corrections
are relevant. The energy splitting of these states is known as the hyperfine structure of the
hydrogen energy levels.
The corrections to the potential from loops in the photon propagator can be expressed

as

d3q ez’qr H(qQ)
(2m)? s

AV (r) = Q.Qp / (7.27)
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Inserting the one-loop correction relevant at low momentum gives

2
— 2 € 3 iqr
AV(r) = (—e )60m27r2(277)3 /d qe'?

4
= 5. (7.28)

60m2n2

The corresponding shift in the energy state is

AE = |w(0)|2/d3rAV(r)

_ _1(@)3L

o 7w\ 2 60m2m2
oz5m

= —— 7.29
307 (7.29)

where we have used the wavefunction at the origin

3/2
b(0) = \/% (%) . (7.30)

We can evaluate the correction numerically using o = 1/137 and m = 5.11 x 10° eV:
AE = —-1.12x 107" eV, (7.31)

corresponding to a frequency shift of
w = —27.2 MHz. (7.32)

This is the Uehling term in the hyperfine splitting, and is a small fraction of the total
predicted splitting of 1051 MHz. However, its inclusion in the prediction provides good
agreement with the measured total splitting of 1054 MHz.

Useful fact: Since QED is a theory based on a U(1) gauge symmetry, the photon does
not interact with itself at tree-level. But an intermediate fermion loop can cause photon
self-interactions, though only with an even number of photon lines. The exclusion of odd
numbers of lines is a result of the charge conjugation symmetry of QED, and can be seen
as follows.

The matrix element for the three-photon vertex has two components corresponding to
the two directions of the internal lines:

d
H/,LV)\ _ (iQfelu27d/2)3(71)/ d%q
(2m)d
Tr[y* — ol o +
Yaq® +YakS —my " vsq® —my T ypq? — ki —my
o i N i y i 733

v ¥
—Yaq® + Yok —myp =g —my ' —y,q° — Yok —my

where M = TI# et (—ky — ko)e*” (ka)e* (k1 ), the factor of -1 comes from the internal
fermion loop, and the momentum of the fermion connecting the v and A vertices is g. The
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sum of these terms are zero. Write the sum as:

d
w2 — Qe [ S

| 2 1(Yaq™ + vaks +my) Li(vpq” +mp) (79" — Yk +my)
(g + k2)2 —m7 ¢* —m3} (¢ = k1)? —m7

2 (=709 + vkt + mf)vﬂ(—wqﬁ + mf)vui(—qup —7pk5 + mf)]
(—q+k1)? —m} ¢* —m} (—q = k2)? —m}

The denominators of the two terms are the same, so we add the numerators. The terms
with even factors of momenta have an odd number of gamma matrices, so their traces
are zero. For the remainder, the momenta in the sum have opposite sign but the gamma
matrices are in a different order. By inserting charge conjugation factors CTC' = 1 (where
C’yHC'Jr = f'yg), the signs of the terms even in the number of gamma matrices stay the
same and the gamma matrices can be put in the same order. The sum then cancels.






CHAPTER 8

ELECTRON MAGNETIC MOMENT

The measurement of the anomalous magnetic moment of the electron is among the great-
est successes of QED. Within the context of the Electroweak theory, it determines the
electromagnetic coupling constant ag;s, fixing one of the three required inputs to the
theory for describing interactions between fermions and gauge bosons. The most precise
measurement using a one-electron quantum cyclotron has an uncertainty of 0.28 parts per
trillion [21]; it can be used to fix agps to 0.37 parts per billion. This value of the elec-
tromagnetic coupling is confirmed by a measurement using an atom interferometer with
Bloch oscillations, with an accuracy of 0.66 parts per billion [22]. These are the most
precise tests of quantum field theory.

To achieve the required level of theoretical accuracy, five orders in perturbation theory
must be calculated. At next-to-leading order, divergent loop diagrams appear and must
be removed with a renormalization procedure. The divergence relevant for the anomalous
magnetic moment is the loop in the fermion-fermion-photon vertex.

8.1 Vertex correction

To calculate the loop correction to the vertex, we start with the QED Lagrangian in d
dimensions:

. Ca _ 1 1
L = ithoy"Outho — eop? gAg%w% — moYotho — 1(5#101/ — 9y Aop)? — 5(3uAg)2a
8.1)
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where the last term is the gauge-fixing term with « = 1 (Feynman gauge), and u is a
parameter with dimensions of mass.

The Feynman rules give the following expression for the loop at the fermion-fermion-
photon vertex:

. o_d _ . 2_d\3 d*k —1gx v A ? 1 v
—ieop” 2N, = (—iegu” 2 / Y Y v
w=t ) @2m)® k2 oy — k) —mo P ys(p — k)P —mg
8.2)
We remove the gamma matrices from the denominator with an appropriate multiplication
of numerator and denominator, and separate the terms in the denominator using the two-

parameter Feynman integral:

1—z 1
7_2 : .
abe / dx/ a(l—x —y)+bx+cy)® 8-3)

The one-loop vertex becomes

4—d 1—x o 8 _ 1.8

AM— 226()# / dx/ dy/ddk’}/y ’Ya —k )—|—moh/u[’}/ﬁ(p k )—i—moh/ .
—mg x+y)—2k(px+py)+p x+p?y)?
(8.4)

We next remove the term linear in k& from the denominator by shifting the integration over
k to an integration over k — px — p'y:

2 4—d 1—x
Ay, = - 260“ / dx / dy / 'k (8.5)

%{va[ '(1—y) —pz — K] + molyu{yslp(L — 2) —p'y — K" + mo}y”
(k2 — mo(x +y) + p2e(l — ) + p2y(1 —y) — 2pp’xy]3

From counting the factors of k in the numerator and the denominator, we see that the
divergent term is the one with k*%” in the numerator. Separating out this term and using
the general expression for an integral over k" k",

kHEY 7;7(-‘1/2 1 gp,u
o T — L U I -1 —d/o 06
/ (kJQ — m%)” ( ) F(’I’L) (mg)n—l—d/2 ) (TL / )a (8.6)
we get
Adw 68 4—q 1 1 l—=
W= i gyart @ di2) | dr | dy X

Yo VaYu Y
[md(z +y) — p?x(1 — x) — p2y(1 — y) + 2pp'xy]>~ /2

8.7)

The numerator can be calculated using expressions for gamma matrices in d dimensions,

Y Yo Yu YoV = (2 = )V YuYo + 2(VuYo Yo — Vo YoYu)- (8.8)

This gives a numerator of (2 — d)?~,, or equivalently (¢ — 2)27,,. Combining the compo-
nents of the divergent piece (including a factor of 1/2 from the Feynman integrals) gives

o2
A, = 87‘&'%67 + F(p,p")vu, (8.9)
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where F'(p,p’) is finite. The divergence can be removed with a counterterm —A,, applied
to the interaction term in the Lagrangian (which is negative):

2
(& —
ALct—vte = 87%1/)07"14“01/)0- (8.10)
<€
Now recall the counterterm associated with the fermion propagator:

ie2 moe? -
o 0 0 edoto. @.11)

ALy =—
t=f 2m2e

1507”3#1#0 +

We see that the renormalization of the propagator has the same divergent factor as the
vertex. This is in fact required to maintain the covariant form of the Lagrangian, and has
been explicitly derived through the Ward identities. The loop is the same in both diagrams;
the vertex diagram simply involves the radiation of a photon along the propagator (i.e. 0,,
is replaced with A,,). Including counterterms, the full one-loop QED Lagrangian becomes:

Comp — Q—é%>WWDw~<1éZ>WW—

8m2e 2712
e? 1 1
1- : n VF'LW *814’“2
( 67r26>{4” +2(“ )]
-7 7 1 v 1
= W0y Dyt — mibovo = T Fou 1Y = 5(0,46)%. (8.12)

The form of the Lagrangian is thus maintained at one-loop level by renormalizing the
fermion and photon wavefunctions, the fermion mass, and the electromagnetic charge.

8.2 Anomalous magnetic moment

The magnetic moment of a fermion arises non-relativistically from the interaction be-
tween the spin and the magnetic field. This can be seen by applying the covariant Hamil-
tonian operator to an energy eigenstate:

(4" Dy)?/2m + mliy, = Epiby,. (8.13)

In a momentum basis, the operator D, is p, — eA,,, so the equation becomes

{3 (OM VB D 0 = )y eA) 4t = B 814)

Using the Dirac commutation relations {v,,v,} = 2g,, and [y,, 7] = —2i0,,, with
0ij = €j10K @ 1,

Yoind
2m

{1(19# —eAu)? —

m (p,u - eA,u)(pu - eAl/) + m:| Y = Entpy. (8.15)

Now use the operator form of p, (= —i0,,) and the definition of the magnetic field B; =
EijkajAk to get

{27171 [(p— ed)? — coB] +m} Un = Entn. (8.16)
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Comparing the ec B term to the expression for a magnetic moment of a particle with angu-
lar momentum [ (u = el/2m, with E = B) we see that the effective magnetic moment
of the electron is ec /2m. In terms of the electron spin s = ¢ /2, the magnetic moment is
gees/2m, where g, = 2. The factor g. is known as the “anomalous magnetic moment”,
since it is twice as large as would be expected if spin were simply an angular momentum.

The non-relativistic expression for the magnetic moment is affected by the higher or-
der corrections of QED. Including the external spinors, one can expand the leading-order
vertex factor using the Gordon identity,

a(p)yuu(p) = %ﬁ(p/) [(p+ ') +iouw(p — 1) ulp), (8.17)

where the second factor gives the magnetic moment. The next order of corrections is
contained in the convergent component of the vertex factor contribution given by equation
8.5. The momentum dependence in the divergent component does not contribute to the
anomalous magnetic moment after renormalization. Using the equation with renormalized
quantities, we can apply the Dirac equation to replace vop® (7p’®) with m when acting
on the right (left) and move momentum factors using Vop“v, = 2pu, — YuVap®. The
convergent part of the integral is then

1—z
conv 4
Acome - — % / d:c/ dy/dkx

m(1 —y) = 27ap® + mlyufm(1 —a) —yyep” +m]
’ [k2 - m2(w + y) —m2a? —my? + p*x +pPy — 2ppay]

Now use (p — p')? = ¢*> = 0 to simplify the denominator to [k* — m?(z + y)?]® and
integrate over k:

1—x -
ACOTL?) —
s 277 / / 2m2 (z+ y)

2p),(1 — y) — 2Y7aP™ + yrem] v, [207 (1 — z) — yysp" 7" + 2v'm] .

Multiplying the pairs of brackets gives nine terms:

(@) 4p,p"(1—y)A—x)y, =4m*(1—y)(1 —2)y;

(0)  —2p,(1 = y)vuyvsp®y” = —2m*y(1 — y)yu;

(¢)  2p,(1—y)yuzy’m = (2p, —my,)2mz(l —y);

(d) —277ap®.20" (1 —x) = —2m*2(1 — )7,

(€) WYl VuyvspPy = —2mPayy,;

(f)  —zhvap vuzy'm = —daPp,m;

(9) yyemy,2p° (1 — x) = (2py — myu)2my(1 — );

(h)  —yrmyuyyep’y = —4y’p,m

(4) Yy MYy’ m = —2xym2'yu. (8.18)

Summing the terms gives
{4m*(1 —y)(1 —2) = 2m*(z + y)[(1 — y) + (1 — )] — daym?}y,+
A(x(1 —y) — y*)mp), + 4(y(1 — x) — 2®)mp,, =
2m?y,[2(1 — 2z — 2y) + (2? + y* + 2zy) |+
dm|(z — zy — y*)p), + (y — yz — 2%)p,]. (8.19)
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We next integrate equation 8.18 over y, focusing on the pL and p,, terms:

/ /1 v dml(x —zy — y?)p), + (y —yz — 2%)p,]
dx
4m2 (x +y)?

1 2 +ay+ao y(1—x) — 22
1 ! —_—
4wm/d$/ dy( RREEE )p” (@+y?

/d a:—|—a:+ x? taln(z+y))p, +

= x - xln(z

47rm Y xr+y x4y Y ) Pu
2

r—x xr
1— 1 o 1—x
(L55 + a-a ) + -2 )l

= —4;721%/0 de(—zlnz)p), + [z — 14 (z — 1) Inz]p,.
2

e
= —m(pL +Dp)- (8.20)

Finally we substitute for p;L + p,, using the Gordon identity (equation 8.17) to obtain

62

‘m“@’) [2my,u(p) — iouw (p — p') T u(p). (8.21)
The term with 7, cancels the term neglected above. The total renormalized vertex factor is

2

872

W)+ D)) = gltf) (94 1+

2 iowulo— )| ulp). 622

This is the O(«) expression for the anomalous magnetic moment; the correction from the
vertex loop is a/27.

8.3 Status

The most precise experimental measurement of the anomalous moment is based on
energy transitions of a single-electron cyclotron, with a value

g/2 = 1.00115965218073(28). (8.23)

The calculation of the relationship between g/2 and a.g s has been calculated to fifth order
in agps, along with the two-loop weak and hadronic corrections [23].






CHAPTER 9

Z BOSON PRODUCTION

The production or exchange of a single gauge boson is perhaps the simplest process to
describe in perturbation theory. Such a process is therefore ideal for the determination
of fundamental parameters of the theory. Measurements of the Z boson production rate
in eTe™ collisions as a function of mass have yielded a precise determination of the Z
boson mass (mz). A dedicated run with the large electron-positron collider (LEP) from
1989-1995 resulted in 17 million measured events at a collision energy near my [14].
The mz measured during this run is now used as an input parameter to the Electroweak
theory. In addition, measurements of the angular distributions of the final-state fermions
were used to determine sin? 6y, allowing a high-precision test of Electroweak predictions.
Measurements at the Stanford Linear Collider performed on a smaller sample of 0.6 million
events yielded similar precision due to the polarization of the initial-state electrons.

9.1 Electroweak schemes

Before detailing mass and asymmetry measurements of Z bosons, we discuss a few pos-
sible schemes for fixing the input parameters of the Electroweak theory. At tree level
there are three parameters describing W and Z boson interactions between fermions, and
the most precise measurements for fixing these are the anomalous magnetic moment (giv-
ing agar(0)), the mass of the Z boson (giving mz(myz)), and the muon lifetime (giving
Gr(m,)). To avoid large radiative corrections from extrapolating the measured inputs to
measurements at the Electroweak scale, it is sometimes preferred to use a direct measure-
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ment of gy (mz) (from LEP) and either myy (my ) (from LEP II and the Tevatron) or
sin? @y (mz) (from LEP and SLD).

The most precise predictions of the Electroweak theory are of the W boson mass and
sin? fyy; the best input parameters for these correspond to those with the highest exper-
imental precision; theoretical uncertainties are small compared to the uncertainties that
appear when using measurements made at the Electroweak scale. We therefore focus on
a scheme with the parameters determined using the low-scale measurements of g — 2 and
the muon lifetime.

Higher order QED corrections are important when relating g — 2 to agas and the muon
lifetime to Gr. These have been calculated to high precision and are largely insensitive
to new high-scale physics. Corrections to sin” fyy extracted from Z boson asymmetries
depend on vertex factors that depend on the interacting fermions; these are fairly involved
and we will not go into detail here. Corrections to the " and Z boson masses are intimately
related and are best handled together; we discuss them in the context of the 1 boson mass
prediction. The dominant corrections due to top and bottom quark loops, and Higgs boson
loops, in the W and Z propagators can be studied in a simplified analysis. Corrections to
these propagators are most sensitive to unknown high-scale physics, and are referred to as
oblique corrections.

9.2 Z boson measurements

In the Electroweak theory the Z boson mass is expressed in terms of gauge-coupling and
scalar-potential parameters as

_ P tg”
Mmyo = —————, 9.1
4v/X
The parameters in this equation determine all tree-level interactions between fermions and
gauge bosons. In fact only three parameters are needed, as the scalar potential parameters
always enter in the combination f/ V2, i.e. the vacuum expectation value of the field.
The Z-boson mass is measured by determining the position of the resonance in the
propagator using e e~ annihilation into Z/v*. Equation 9.1 relates the mass parameter of
the Z-boson gauge field to other parameters in the Lagrangian. However, the effective mass
of the propagator is different from this mass parameter due to loops in the propagator. A
complete treatment needs to account for these loop corrections, which are large compared
to the experimental precision of the measurement. Other parameters measured using Z
boson production include the width of the Z (I'z), the weak mixing angle, and the number
of light neutrinos.

9.2.1 Cross section for Z/~* production

Consider the simplest case of 7~ production in ete™ collisions. The cross section for
e*e™ annihilation into a gauge boson, and subsequent “decay” to a muon-antimuon pair
can be derived from the matrix element

M= My + M,, 9.2)
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with
d'k gy
= il — klpo —2 1 e _ e
Mz / (27T)4 [P1 + p2 ]UQQCOS Oy [(gv gA'y5] Uy X
e DN A DT
k% —m?2 + ie [g +(a )k2—am2z 0%k — (p1r + p2r)] x
W i
Y9 cos O (v — gas] 2 (9.3)
and
'k o —i Y EH kY
M= @mt® P P2~ Kooy u g [g” (o= 1)—5
64[k - (pl’ +p2’)}7:61’(—7;€’71,)1}2/. (94)

For other final states, one factor of —e or gy — ga~ys is modified to the appropriate weak
and electromagnetic charges. For the eTe™ and v, 7, final states there are additional matrix
elements corresponding to ¢-channel exchange of Z/~* or a W boson . The integrals over
k simply enforce overall momentum conservation due to the delta functions enforcing
momentum conservation at each vertex.

We now set the gauge to the 't Hooft-Feynman gauge (o« = 1). In this gauge there is
an additional diagram for the longitudinal degree of freedom of the Z boson (the scalar
field). This diagram is proportional to the product of the masses of the fermions divided
by the square of the Z boson mass, and can thus be neglected. Alternatively one can use
the unitary gauge, in which case the k*k" term combines with the Dirac spinors to give
mass terms via the Dirac equations. As expected, the results are equivalent to the ’t Hooft-
Feynman gauge, and these extra terms can be neglected.

Squaring the matrix element gives:

IM]? = [Mz|” + My ]> + MGM, + Mg M. (9.5)
For simplicity start with the |M.,|? calculation. Integrating over k replaces k with /s =
p1 + pa: .
€ _ _ _ _
M, |? = 87[9"”U2vuulul'7uv2'][gaﬁwmulfuwﬂvz]. (9.6)

Multiplication of two spinor states with an intermediate gamma matrix produces a scalar
number, so we can shift the #,ygv, factor from the end of the second bracket to the end of
the first bracket. Then we move the spinor at the end of each bracket to the front and take
the trace:

4
e
M, [* = Sjg’wgaﬂTT[021727pulﬁ1’7ﬁ]T7"[Ul/111'%112'172'%]- 9.7

The spinor combinations can be simplified if we do not measure initial-state or final-state
spins. In that case we average over initial spins and sum over final spins, and use ut =
vU = 7y,p" for massless particles summed over spin states:

4
(&
M, = @g““gaﬁ Tr[yap3 1. YsP3¥8) T [VeDS Yo V6P Yol - 9.8)

Finally we can make use of the following identity:

TT(’YO/YB’YM'YV) = 4[gaﬁguu + Gav9pu — gaugﬁv] (99)
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to obtain

4et
Mo = 50" g™ DpADS 05 [9rs 950 + 9u985 — 97598 9evGoa + GeaGus — GeoGual

4et
- ?9“”9‘“ﬁ PSPk + Phpy — p1sp3gsul PV ps + Pph — prspd guel

8 4
= Sig[(mpz')(pzpl') + (p1p17) (P2p2r)]- (9.10)

This is the Lorentz-invariant expression for the matrix element. Now we define a coor-
dinate system: choose the z axis to be along the direction of the incoming electron (p1),
and 6 the angle of the outgoing muon (p}) with respect to the incoming electron. Then
p1p1 = papa = $(1 — cos ) /4 and p1pa = pap1r = s(1 + cos b)) /4:
4 2
M, 2 = %%[(1 +c0s86)? + (1 — cosh)?
= e*(1+cos?0). 9.11)

Using similar methods we can calculate the remaining matrix element factors. The Z-
exchange diagram yields:

4 2
2 _ 9 1 B = e _ e
Mo = g s 2 mulh ~ i

a7y (g4 — 945) vor 9P Oarva [0 — 9] ur
w18 [9v — 9475 v2

4 _pv af 1 2
99739 B
256 cos* Oy [5 —m% + ie} r{v202y, [9v — gavs)
uU1ULYB [9%/ - giﬂs]}Tr{ul,al,% [g{; _ gﬁ%]
’UQI’DQ/’YOC [95 - gi'}%}} (912)

To evaluate this matrix element we use the anticommutation of -5 with v* to move it to
the right end of the brackets. Then use (y5)? = 1, average over initial spin states:

g4gm/ga5
64 cos? Oy

295 9575 YT {mpt Yool e [(95)% + (4)% — 294 9475} (9.13)

Mz> =

2
1
T 5 @ e\2 e\2 _
L—m% n Z.J r{1sP2 1 Y0PT V8(97)" + (95)

As in the case of muon decay, the traces can be evaluated using Eq. 10.9, giving:

4

Mol = st |y (6 + @ + (3 ee)

(p2p1r) + (Prp1) (P2p2)] + (494 9y v 9al[(p1p2r ) (p2p1r) — (P1p1) (P2p2r)]}

4 s 2
= 16Cfs4 o L —oZ +imzrzj| {[(g4)? + (¢0)%1[(g5)* + (92)%] x

[1+ cos® 6] + [49% 91 97 94][2 cos 0]}, (9.14)
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where we have introduced the Z-boson width I' ;. For the interference terms we calculate
one of the terms and add its complex conjugate. We start with:

1
s — m2Z +imyzl'y

2,2
MM = 94 [

 16cos2 Oy s

} (9" 0,2 145 — gvs]

17,2 (g4 — g'475) var Hg™ Do Yaua i yavs).
g?e? 1
4cos?Ows | s —m% +imzly

Tr{uyﬁl/%, [gg — 9275] 7}2/172/’}/(1}. 9.15)

} 9" 9P Tr{vatay, (g5 — 947vs] urtinys}

We again move the 75 to the right, average over initial spin states, and use Eq. 10.9 to get:

M M* - 29262 1 {[ e H][( )( )+
= cos? Oy s | s —m% +imzly 9v gy |[(P1p2/ )(P2p1/
(p1p17) (p2p2)] + 9494 [(Prp2) (p2p1r) — (Prpy ) (P2p2r)]} 9.16)
2,2
= ~foed ° Va1 20) + 2¢%g" cos 0
4 cos? Oy [stZJrimZFZ} l9v 94 (1 + cos” 0) 4 2¢% g’y cos 0]

Adding the complex conjugate gives:

2.2 2
* * _ g-e 8(8 B mZ)
Mz M+ MzM, 2 cos? Oy [(s —m%)2 +m%l%
(9% 9% (1 4 cos? 0) + 295 g" cosd). 9.17)

We can now obtain the differential cross section for Z-boson production. In the center of
mass system, the cross section for distinguishable particles is

do  |MPpy

—_— = . 18
dQY  64m2spy ©-18)

Integrating over ¢ and inserting the matrix element gives:

2mg%aQ.Q, { s(s —m?%)

do
cos? Oy | (s —m%)2 +m3T%

dcosf

1
= 35 {16720 Q2 Q7% (1 + cos® ) —
gt { 2 ] .
16 cos* Oy | (s —m%)2 +m%I%

[((94)? + (¢)*)((9%)* + (952)*) (1 + cos® 0) + 8¢ ghr 9795 cos 0]}, (9.19)

where we have used o = e?/(4n). The square of the weak coupling g2 is frequently
replaced with either 2/ sin? Oy or 8G p M2, /v/2.

The s dependence of the cross section includes a 1/s piece from the photon propagator,
a small interference contribution that is negative below mz and positive above it, and a
highly peaked contribution around mz from Z-boson production. By measuring the cross
section precisely near mz, the LEP experiments obtained mz = 91.1875 4 0.0021 GeV.
The measurement relies on a precise knowledge of the beam energy, which required among
other things correcting for tidal effects from the moon and sun, leakage currents from
Geneva trains, and geological deformations following heavy rainfall. The measurement
also relies on an accurate calibration of the luminosity. This was performed with small-
angle e*e™ (“Bhabha”) scattering, which is dominated by ¢-channel exchange of a photon.

(9% 9% (1 4 cos® 0) + 295 g'4 cos 0] +
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The width measurement was performed inclusively using the s dependence of the cross
section, and exclusively by calculating the total cross section for individual final states.
From the combination of measurements, the number of neutrinos was measured to be
2.9840 £ 0.0082.

9.2.2 Longitudinal asymmetry

In 1993-1996 the Stanford Linear Collider produced half a million Z bosons on resonance
(v/s = 91.2 GeV) using a polarized electron beam colliding with an unpolarized positron
beam. The effect of polarization on the cross section can be calculated by inserting (1 —
v5)/2 [(1+45)/2] for negatively (positively) polarized electrons in the matrix element for
Z boson production:

d*k 197,
L 4 — 1 .2
= —4 — k]og—L— |(-1+4 Ow) —
Mz / 2n)" [p1 + D2 ]UQSCOSHW [( + 4sin” Oy) ’Y5] X
—1 Kk kY
1— S S P9 7.7 T
(1=75)us k? —m?2 +ie 9"+ (a )kQ —am?
9y

(54[]6 — (pll + pzf)]’al/ [(—1 + 4sin? Ow) — ’)/5] Vor. (9.20)

4 cos Oy

We choose the 't Hooft-Feynman gauge (o = 1) and again neglect the additional diagrams
proportional to the product of fermion masses divided by the square of the Z boson mass.
To perform the calculation, we again write (—1 + 4sin? fyy) — v5 = 2(gy — ga7s) and
square the matrix element to obtain

2

4 pv af 1
999 _
Tr{va02vu l9v — gas]

128 cos* Oy | s —m% +imzly
(1 = vs)urt1yg 9y — gavs|YTr{vr @y (95 — 98475)
VU2 Ya (9 — 945} (9.21)

IMZP?

where we have averaged over initial spin states and used (1/2 — 75/2)? = 1/2 — v5/2,
since 72 = 1. We use s = m?% to simplify the propagator and move the 5 matrices to the
right end of the brackets to obtain
4 pv af 1
L2 999 5 ¢ e e 2
= T X
|MZ] 128 cost By (mzz T2 > {52760y 1819V + 94)

(1 =)} Tr{ e YePh Yal(92)? + (94)% — 204 947s] - (9.22)

For the right-handed matrix element we replace (g¢-+9)%(1—7s) with (g% —9%)*(1+75)-
We now use Eq. 10.9 to obtain
4
1

ML 2 g

Mz 4 cos* Oy m2 %
(p2p17) + (p1p1) (D2p2)] + (29494 (95 + 95)°1[(P1p27) (P2p1)
—(p1p1) (P2p2)]}

g 2

32 cost Oy m% T2, {

+[294 94 (9% + 95)?][2 cos 0]} 9.23)

{1(g)* + (g)%(g5 + 94)%][(prp2r) ¥

[(94)? + (9195 + 92)%][1 + cos® 6]
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Similarly,

g4 2

IMEP = o {10 + (99 — 95)%]
VA

32cost Oy m
[1+ cos? 6] — [2949% (97 — 92)°][2 cos 6]} (9.24)

Finally, we insert the matrix elements into the differential cross section, do/dQ} =
|M|?|p1/|/(647%s|p1|), and integrate over ¢:

4 2

dor, 1 2 2 2 g my
= 1 . _ 9 Mz
dcosf 32rm% {8777 (1 + cos™0) + 32cost Oy T'%
[(g4)% + (¢4)*) (g% + g%)* (1 + cos® 0)

+4gh gt (97 + 9%)* cos 0]} (9.25)
dor 1 2 2 2 g m%
= 8 1 20y — < Tz
dcosf 327rm22{ a1+ cos™0) + 32cost Oy T'%

[((g5)% + (¢")*) (g% — 92)*(1 + cos” )
—4g% 4 (g5 — 95)° cos 0]} (9.26)

Integrating over d cos 6 and using g* = 16w2a?/ sin” Oy, we have
oma? [ m3loh)? + (gh)Ngf + 95V

3m?, 16T'% sin* Oy cos* Oy

on = 2o fuy Al A )

g =

3m?, 16T%, sin® Oy cos? Oy
(9.27)
Now we can calculate the longitudinal asymmetry, defined as
A, — TL—OR
oL +0R
20v9% 1 16sin? Oy cos* Oy 'y 9.28)
(97)* + (92)? my((99)? + (93)%1l(9v)* + (d0)?1) "

neglecting terms of order '}, /m7,.
Combining all final states, the SLD Collaboration measured A;, = 0.1516 4+ 0.0021.
2
The uncertainty on the measurement is 1.4% and the ;—% correction is < 1%, so we can ne-
zZ
glect the correction term. Taking gy = (—1/2+2sin? @y ) and g4 = 1/2, the asymmetry
is

2(—1/2 + 2sin? Oyy) x 1/2
1/4 — 2sin? Oy + 4sin Oy + 1/4
—1/2 4 2sin® Oy

- ) 9.29
1/2 — 2sin? By + 4sin’ Oy ©29)

A =

This can be rewritten as a quadratic in sy = sin? Ow:

4ALs% — (2AL — 2)sy + (AL/2-1/2) =0 (9.30)
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with solution

_2Ap —24((2Ap —2)* —16AL(AL/2 — 1/2)]4/?

Sw A, (9.31)
The term under the square root is
(4A7 —8AL +4—8AF +8A,)"? = 2(1— A7)"/?
2 A2, 9.32)

We can take other measurements (e.g. my and my) to select the positive sign in front of
the square root. Then

Ap — 1+ (1 — A2)1/2
4A;
1 Ap

1 8" (9.33)

Sw =

Q

Substituting A, = 0.1516 gives sin® Oy = 0.23105 in the approximation and sin? Ay =
0.23094 from the analytic equation. The approximation can be used to calculate the relative
uncertainty on syy:

o(sw) = U(QL) — 0.00026. (9.34)

Using mz = 91.1876 GeV and m%v = mzz cos? Oy, this translates into a tree-level W
boson mass of
mw = 79.968 GeV. (9.35)

9.2.3 Forward-backward asymmetry

The measurement of the weak charge of fermions, and the corresponding extraction of
sin? By, is greatly simplified by integrating cos @ above and below zero and taking the
difference divided by the sum. At /s = m the interference term does not contribute and
the symmetric cos 6 distribution in the photon term also removes its contribution. Then
one has the simple relation

foldcosedgcig 7ffoldcosed((jict)29 _ 395&959\6}92 (9 36)
fol dcos 4o + fi)l dcos b o [(9v)% + (94)%[(97)* + (95)?]

Many pieces of the calculation have cancelled, and experimentally many of the uncertain-
ties cancel in this ratio measurement. The determinations of sin? fy through forward-
backward asymmetry measurements at LEP are among the most precise measurements
of this parameter. The measurements are consistent with the predictions, with a moder-
ate deviation in the case of the forward-backward asymmetry measured using decays to b
quarks. The measurement AZ}EEP = 0.0992 £ 0.0016 is 2.50 lower than the prediction,

A%IM = 0.1034 £ 0.0004.



CHAPTER 10

MUON DECAY

The muon lifetime was the earliest calculation of a weak process, made possible by the
description of the decay as an effective four-point interaction because of the relatively
large W-boson mass. The first radiative corrections were performed in the 1950’s, and
the latest corrections (performed more than forty years later) have an uncertainty of 0.3
parts per million. Experimentally, a precision of ~ 0.01% had been achieved by the early
1970s. Since then the precision has been improved by a factor of 100. Given the precise
theoretical and experimental knowledge of the muon lifetime, it is used as one of the three
input parameters to the Electroweak theory of interactions between fermions and gauge
bosons.

10.1 Tree-level prediction

Using the standard Feynman rules in the unitary gauge, the leading-order matrix ele-
ment for muon decay p(p1) — v, (p2) + e(p17) + Te(p2r) is [16]

d'k ig i Kk
= | ——%p1 — po — k)iia—2=y, (1 — I pe
M / (2m)4 (1 = p2 )iz 2\/5% (1=75)u k2 —m?, +ie {g m, ] x
i
§*(k —pv —pw)ﬂy—%%%(l —5)v2r. (10.1)

The integral over k enforces overall momentum conservation through the delta functions
enforcing momentum conservation at each vertex. Performing these integrals and using
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the following Dirac equations:

(Yup"* —m)u=0
U(yup" —m) =0

(y.p" +m)v =0, (10.2)
the matrix element becomes
M Ol — (1 )
= (% - UL U — Vor —

8[(p1 — p2)? — m3y] 2Tn Vs )ty V5)v2

My, Me _ B
Mz U2(1 + v5)urta/ (1 — y5)ver }, (10.3)
My

where neutrino masses have been neglected. The second term can also be neglected, since
M Me

mE = 8 x 1077, Finally, we neglect the (p; — p2)? term in the propagator, though its
contribution is of the same order as the theoretical and experimental uncertainties on the
muon lifetime.

With these approximations, the square of the matrix element is

4
IM|? = J 27, (1 = ys5)ur iy (1 — 5)var [ [29" (1 = 5 )ur iy, (1 — s us).
64my;,
(10.4)
The multiplication of two spinor states with an intermediate gamma matrix produces a

scalar number, so these combinations can be shifted around in the equation. Moving the
117, (1 — 5 )us to the front of the calculation,

4

g - - _ .
M| = W[Ul%(l — ¥5)uztiay, (1 — s )ua ][ty (1 — v5)v2 027" (1 — v5)ur],
w

(10.5)
the matrices within brackets are the fermion lines at each vertex. We can move the spinor at

the front of the first bracket to the end of the bracket, and vice versa for the second bracket,
and then take the trace:

4
M| = 643714 Tr[ugtiay, (1—7s)urtiay, (1=5)|Truy iy y* (175 )v2 v2ry” (1=75)].
w
(10.6)

We will perform a differential calculation for the final state electron energy and angular
distributions, so we do not average over the muon spins or sum over the electron spins.
Keeping spin and mass information, the spinor combinations are in general:

ut = (y.p" +m)(1 +v57,5")/2,
where s” is the spin direction. The first trace becomes:
1
31T [YpP57u (L = 75) (7ap? + M) (1 +¥57550) 7 (1 — 5)] =

1
5T (1057 (1 = 28) (1ap? + s 7as) (1 = 75)] (10.7)

where we have used the fact that the trace of an odd number of gamma matrices is zero.
Moving the first (1 — ~5) to the right gives (1 — 75)? = (1 — ~5) (recall that 75 anti-
commutes with v,,). Moving the residual 5 to the right gives y5(1 — v5) = —(1 — 75)
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(since 42 = 1). Using a similar procedure for the second trace, we get a squared matrix
element of
4
g

M = e {PE (Y — musi) (Prra — mesea)p s TT [y (1= 5)]
w

Trly*y#y 7" (1 =)l

4
g
= = [p2- (prr — mese)] [(p1 — musy) - par] - (10.8)
My
In the last step we have used the following relation:

9" 9P Trivsyuvs78(C1 — Coys) | Tr[1aYuYpYa(Cs — Cars)] =

32[01C3(55A5¢p + 55P5¢)\) + 0204((55)\5@, . (55p5¢)\)]‘ (10.9)
We now combine this matrix element with the phase space for muon decay:
@m) M BPps  dPp dPpy
dl’ — ipy) = ————90 ’ ’r— .
(p1 — p2p17p2) 2E, (p2+p1+p2—p1) (@r)72E, (@r)?2E,, (2r)*2E,
(10.10)

Inserting the matrix element gives the completely differential cross section for muon de-
cay. Since neutrinos are not observed in a muon decay experiment, we integrate over the
neutrino momenta (note however that there can be applications for an expression with the
neutrino energy dependence, e.g. a neutrino beam generated from decaying muons). The
integral is

/ d3py d3po (54(])2 ¥ D1 + po _pl)papﬂ/ = 2 [gB(p1 — p1/)? +
(2m)32E5 (2m)32Fy 252 24

2(p1 — p1)*(p1 — p)EI0.11)
The differential decay rate is then

= & 1IE B [(p1r — )2( - ) (P — )
dl / m,S,) - (P17 — MeSe) +
192(2 )4m4 Ty P —p1) (p1 uSy p1

2(prr —p1) - (p1 — mpusu) (P — p1) - (P — Mese)). (10.12)

This is the Lorentz-invariant decay rate. We now choose a coordinate system where the
muon is at rest and the angle between the muon spin and electron momentum is #. Ne-
glecting the electron mass and summing over its spin states, we obtain
dr _ 2g*d°pys 2 _
= T30 T [(my, — 2Evm,,)(mu By +my,Ey cost) +

2(my Er —m? +m, By cos 0)(—m,E)]

2¢*E,/dE,/dcos 0d
= Mo bt 13 By — Ami B}, +mi} By cos 6 — dmj, BY, cos 6]10.13)

This expression can be further simplified by recasting Ey into a ratio z = E4//(m,,/2),
since the kinematic upper bound on Ej, is half the muon’s mass. Then we have:

g*2x2dxd cos Ode ﬂ
192 x 16m*mj;, 8

4 5
g* dxdcosfdp m, 9
= 22°(3 — 2 1
32mi, 4r 19270 2% —20)] |1+

dl' =

[3 — 22 — cos 0 + 2x cos 6]

1—2x
3 —2x

cos 9} . (10.14)
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This equation has several pieces: the first is g*/(32mg;,), which is the original definition
of the Fermi coupling G%. The correction for the momentum transfer in the propagator
[(p1 — p2)2] is included in the definition of GG . The second piece is the final-state electron
phase space, which integrates to one. The third piece contains a factor of the fifth power
of the muon mass; this power is general to particles decaying weakly, as can be seen from
dimensional arguments. The fourth piece describes the energy distribution of the final-state
electron (or, equivalently, the muon neutrino). It peaks at z = 1 and integrates to one. The
final piece describes the angular distribution of the electron with respect to the muon spin
direction. At z = 1 the distribution is 1 — cos 0; the electron momentum is opposite to the
muon spin direction due to the V' — A coupling of the weak charge. Figure 10.1 shows the
energy distribution of the electron [n(x)] and electron antineutrino [’ ()], and the cos 6
coefficient [a(z)]. The figure also shows the momentum and spin directions of the decay
for cosf = —1.

ro
I

Figure 10.1 Top: Distributions of the electron energy fraction [n(z)], antineutrino energy fraction
[n’(z)], and the electron angular coefficient [c(z)]. Bottom: A pictorial representation of the decay.
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Starting from equation 10.14, it is trivial to calculate the differential decay rate with
respect to electron energy and the total decay rate. The integrals equal one, so

dr G2 m5
- = 19FQ7T;; [22%(3 — 22)] , (10.15)
GZm?
I = S5 (10.16)

This is the total decay width of the muon. A measurement of the muon lifetime, or 1/T,
determines G%. Additional corrections to I" from the electron mass and from higher order
diagrams are included when calculating G2 from the muon lifetime.

10.2 Lifetime corrections

Additional corrections to the lifetime include the effect of accounting for the mass of
the electron, higher-order QED corrections, and the neglected momentum transfer in the
propagator. We show this latter calculation in detail.

We are only concerned with the lifetime, so we average over initial spin states and sum
over final spin states; the sum gives a factor of 2. We additionally expand the denominator
using 1/(1 — ) = 1 + « to obtain:

2941 + 2(mi —2m,, Es)/m3]

7
My

M| = (p2-p17) (p1-p2r) - (10.17)

In the muon rest frame, p; - po» = m, Eos. The factor ps - pi- can be calculated from the
conservation of energy and momentum, p; = pg + p1/ + por:
(p1 — P2')2 = (p2 +p1')2
mi —2m,kEy = 2ps-py. (10.18)
The matrix element is then
g'[L+2(m2 — 2m, By) /3]

|IM|? = o (muBa) (m? — 2m, Ey) . (10.19)
We can now insert the matrix element into the lifetime expression,
@2m)tM]? I S
dF — ’ ) = 7(5 ’ ’r— .
(p1 = p2pip2) om0 PPy ) G e o (or) 2By
(10.20)

To simplify the expression, we separate out the energy and momentum delta functions, and
integrate over §°(py + P1/ + Par )d>Pa:
g'[L+2(m2 — 2m,, By) /m3y ]

_ 2
dl'(p1 — paprp2) = 2m B Bl (m? — 2my, Ear) X

d*py d3pa
my By (B + By + Eo — m”)m (27)32E 21)
where Fy = |p1/ + pPar|. At this point we separate the correction factor
g*2(m? — 2m, Ey)/my,
4E1m%V

Adl'(p1 — paprrpy) = 27 my By (m?, — 2my, Eyr) X

d>pi d3pa

(B2 + By + Ey —my) (2m)32Ey (2m)32Ey

(10.22)
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Now we want to integrate over d>p»,. The delta function includes a constraint on this
vector through
E2 = FE% + E2 4 2Fy Fy cos ), (10.23)

where 6 is the angle between the electron and electron neutrino. Defining the z-axis along
the direction of the electron neutrino, the integral over d3ps becomes
2E5dFE,
2E1 By’

E3,dEydpdcosf = E3dEydg (10.24)

Integrating over ¢ and Fs, we get

2g%(m?2 /m3,)
AdL(py — paprrpy) = (2m)2 2 # W2

my — 2(mﬂ — El/ — EQ/) dgﬁl/ E%;dEQ/{lO 25)
Ey By (2m)32Ey (27)32Ey

Eg/ (mi — 2mME21) X

The integral over Ey ranges from m,, /2— E1/ to m,, /2; this range is a result of the integral
over the delta function and E5. We get

Qg4mi/m%/v By /mu/2
16w Eymy, (2m)32EY Jo, ok,

X (2E1/ + 2FEy — m/L)dEQ/
my, /2

AdT (p1 — pap1par) By (m? —2m, Ey)

2g9*mz /my,  dpy
16w Eymy, (2m)32E3 Jo, o5,

+(4m?, — 4m, Ey)E3, — 4m, E3JdEy . (10.26)

[(2miE1/ — mi)ng

Evaluating the integral gives

EZ,
2

(2ml2LE11 — mi)(mﬂEl/ - E%/)/2
+(4m2 — 4m, By [3(m2 /4) By — 3(my /2)E3 + E3]/3
—4m,,[4(m,, /2)? By — 6(m,/2)2E? + 4(m,,/2)ES, — EL)/4. (10.27)

3 4
+(2m2 — 4m, By) 22 — dm, B

mu/27Ell -

[(2miE1/ - mi)

Now integrate over F/1-. The external factors of Ey/ cancel, leaving an integral over x =
Ell/m/LI
mo {[*%Jr%fxﬂ + {x73m2+%7%} - [%*%Jrl”vg*xﬂ} =
AR (10.28)
Integrating = from O to 1/2 gives
dm x 2g*m? /miy 3 m, my,
R2nEymy, (2m)3 M 3 x4 x 2% 3x5x2°
_ 2g*m2 /m?, 3 ( 5 B 2 )
m“*,v(47r)3 Y3 x10x 25 3 x10x2°
gimi/miy 5

)

AT (p1 — pap1/p2r)
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We can now compare this to the lifetime calculated without the correction,

p_ 9™ (10.30)
- 32myy, 3(4m)3 '
Taking the ratio gives
3mi
AT/T = o (10.31)
myy

The relative correction is thus 0.6 x (0.105/80.4)2, or 1.02 x 107°.

10.3 Experimental measurements

Two ongoing measurements of the muon lifetime begin with a positive pion beam at
the Paul Scherrer Institute in Switzerland. The pions are stopped in a target and have a
predominant decay into an antimuon and a muon neutrino. Antimuons are preferred to
muons, since muons can be captured by the electromagnetic field of a nucleus (thus af-
fecting their lifetime). The FAST detector [17] reduces deadtime by simultaneously mea-
suring the electrons from multiple muon decays. The MuLan Collaboration [18] uses a
beam kicker to provide 5 us pulses of muons with 22 us spacing. MuLan has published its
final measurement using 2 trillion candidates collected in 2006 and 2007, with a statistical
precision of a part per million. Systematic uncertainties are roughly half of this. The part-
per-million uncertainty on the lifetime corresponds to a 0.6 parts-per-million measurement
of Gr (= 1.1663788(7) x 10~° GeV ~2). The FAST experiment collected 420 billion can-
didates in 2008 and 2009, allowing a statistical precision of 1.5 parts per million. Analysis
of these events is ongoing.






CHAPTER 11

W BOSON MASS

With the input parameter set mz, G, and agyy, the mass of the W boson is the most
straightforward quantity to extract from the Electroweak model. High-statistics data sam-
ples at LEP and the Tevatron have allowed precision measurements of the W boson mass,
resulting in tests of the Electroweak model to a couple parts in ten thousand. The measure-
ments are consistent with the prediction, providing a remarkable validation of the theory.
The consistency hinged on the existence of a Higgs boson in a highly constrained mass
range, and the recent discovery of a Higgs boson completes the model, allowing continued
predictions to very high energy scales.

11.1 Tree-level relations

At tree level, the W and Z boson mass terms in the Lagrangian are

,U% 9(2) TR 332
‘C'HLV == ﬁ ?WOMWO + Z(QOBOH - gOWOM) ’ (111)
where 112 /2 and ) are respectively the coefficients of the scalar terms (bgq[)o and (¢$¢0)2,
go is the weak coupling, g/, is the hypercharge coupling, and Wéu and By, are the weak
and hypercharge vector fields, respectively. The vector fields Wgu and B,, are diagonal in
the weak basis and can be expressed in terms of their mass eigenstates Zg,, and A, as

WG, = cos BwoZoy + sin Oyo Aoy,
B()# = COS QW()AO,U, — sin QW()Z(]#, (1 12)
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where tan Oy = g(/go. Defining a parameter vy = po/+/ Ao proportional to the vacuum
expectation of the Higgs field, the masses of the W and Z bosons are

govo
mwo = Tv
2 12
My — %7\/9;+9<y (11.3)

We can express myy in terms of the input Electroweak parameters using eg = g sin fyyq,
QOEM0 = 6(2)/471', and GFO = \/ﬁgg/Sm%V

m2 \/56(2)
wo A o
8G o sin? Oy

TXEMO
V2Gro(1 = myo/m%,)
1 1 TAEMO |

2
Myq +

I (11.4)
2 4 V2Gpom%,

This tree-level prediction can be calculated using measured quantities such as my =
91.1875 £ 0.0021 GeV [14] and Gr = 1.16637 & 0.00001 x 10~> GeV~2 [24]. For
the electromagnetic coupling azys, the most precise measurement is at Q? ~ 0, giv-
ing 1/apym(Q? = 0) = 137.035999679. However, for a prediction of the W boson
mass, we need a measurement at Q2 = m%/V. The standard procedure is to calculate
apm(Q? = m?,) by including higher order diagrams and measurements at intermediate
Q? (to account for the hadronic contributions). Direct measurements are complicated by
interference with the Z boson; a LEP measurement that used a global fit to account for the
interference found 1/app (Q? = m%) = 128.937 4 0.047 [14, 25]. Using this value of

a g, and the other input parameters, gives

my, = 91.1875%

1 T
TR (el . 11.5
2 \/4 (128.937)\/5(1.16637 X 10_5)(91.18752) ( )

The term in brackets is 0.76899; multiplying by m?% and taking the square root gives

mwy = 79.964 GeV. This is 395 MeV below the current prediction of 80.359 GeV, which
includes corrections to second order in the couplings. The precision of the input tree-level
parameters predict myy to better than 10 MeV, so the higher order corrections are tested
with precise measurements of myy .

11.2 Renormalization

In order to calculate higher order corrections to the W boson propagator, we need
to define a renormalization procedure for the Lagrangian for the vector boson mass terms
(equation 11.1). We define counterterms for the weak and hypercharge couplings go and gy,
as well as the scalar field parameter v3 [26]. Including these counterterms, the Lagrangian
of the mass eigenstates is

Loy + 0Ly, = L0=8 o000 b = 4 CohD 14 (g1 cos By — go sin Biwo)
—Zou(go cos Oywo + gg sinbwo) — 09’ (cos Owo Ao, — sinbwoZoy) +
8g(cos OwoZo,, + sin OwoAou)]> (11.6)
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W-Boson Mass [GeV]

TEVATRON 80.387 £ 0.016
LEP2 80.376 £ 0.033
Average b 80.385 £ 0.015
X*/DoF: 0.1/1
NuTeV A 80.136 £ 0.084
LEP1/SLD —AT 80.362 + 0.032
LEP1/SLD/m, -A-] 80.363 £ 0.020
80 80.2 80.4 80.6
m,, [GeV] arch 2012

Figure 11.1 Combined direct and indirect measurements of myy .

This can be rewritten in terms of mass counterterms,

(m220 - 5m2z)

Loy + 0Ly = (Miyg — Smiy )Wor, W5 + ZouZy + SmiyaZou Ay,

2
(11.7)
where
U26 2+ 2(51}2
5m%/v _  Yo9%y9 49
% vl

omy = (¢°+9%) -+ olg" +97)
sm2 . — _ mio .
My = (cosOwodg’ — sinOwodg). (11.8)

(98 + git)/?

We see that renormalizing the couplings produces a counterterm that mixes the Zy,, field
with the Ao, field, so we expect loop diagrams to produce divergent terms coupling these
fields, with convergent residual components. Thus, the tree-level mixing angle will in
general be modified by higher order diagrams.

The mass counterterms can be determined by calculating each one-loop boson propaga-
tor, also known as the self-energy diagrams. In general the propagator has the form

45, (6%) = Avve (62)g"™ + Buvi (¢°)d"q” (11.9)

where V' and V' are the incoming and outgoing bosons respectively. There are four such
self-energy propagators, Ilyw, IIzz, IL,z, and IL,,. If we define the Lagrangian pa-
rameters myyo and mzg to be the physical masses of the gauge bosons, the self-energy
counterterms for the W and Z bosons are simply

ReAww (miy),
ReAzz(m%,). (11.10)

2
Imiy

2
omy
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The cross term dm% 4 can be written in terms of §m?% and §m3, as

smd, = miyo [5m22 5m%v}

2sin Oy cosOwo | m%,  miy,
2 2 2
_ Mo Re [AZZ(mzo) _ Aww (1miy)

11.11
2 sin Byyg cos Qo m2zo m%/VO :| ( :

so the divergences in IL, 7 are removed once Iy and 117z are renormalized. The rela-
tions between the mass and coupling counterterms also constrain two of the coupling coun-
terterms. The third can be constrained with the IL,, propagator, which gives the vacuum
polarization and does not have a mass counterterm. Rather it leads to a renormalization
of the electric charge de, which can be expressed in terms of the weak and hypercharge
coupling counterterms as

de = cos’ Owodg + sin® Oyodg
= —eoll,, /2, (11.12)

where IL,. is defined by A, (¢*) = —¢°II
term for the photon propagator.

This prescription translates the fundamental Lagrangian coupling counterterms into
more physically useful mass counterterms. The coupling counterterms can be expressed in
terms of these mass counterterms as,

~~; this form arises from the lack of a mass

69 _ —60HV,y _ €o COS2 HWOR |:Azz(m220) _ Aww(m%vo)]
2sinfyo 2800 g mZ, My ]

¢ = —cln €o Azz(mZ,) _ Aww (miy) (11.13)
2cosBwo  2cosbwo m%, mi, ' '

11.3 One-loop results

The Fermi coupling constant G r is extracted from the measurement of the muon life-
time using the following formula (including the first-order photon correction):

m>2 2
43 M +O‘<5—7r2) . (11.14)

1 GQFmZ ) 8m?
T = 3 T2 2
1927 my, Smiyy, 2m \ 4

There are additional corrections not included in this equation, in particular the W boson
self-energy diagrams, the electroweak vertex correction diagrams, and box diagrams cor-
responding to additional exchanges between the muon weak doublet line and the electron
weak doublet line. These corrections add a term to the matrix element that can be ex-
pressed as Ar.Mg, where My is the tree-level matrix element. They would appear on the
right-hand side of equation 11.14 as a multiplicative factor (1 + Ar)?2, so G;l extracted
from the muon lifetime requires a (1 + Ar) correction to account for these contributions.

Since myy o< G;l/Q, it receives a correction of (1 + Ar/2).
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One component of the Ar correction arises from the bosonic contributions to the prop-
agator, vertices, and box diagrams. These can be expressed as

o 1 m2 m2
Ary, = F(sin® 6 I(—) — (1 — 2sin? Oyo) I (——EL—
" 4ms? {F(sin"fwo) + sin® Oyro (mzz )~ sin” 6wo) (mZZ cos? Owo

3 :ZZZ’ ln(%) — cos? Oy In cos? Oy

-2 — 1 (11.15)
—H —cos? Owo

zZ

where the expression F' (51112 Owo) has the value 2.68 for sin? Oy = 0.23 and the Feyn-
man integral I (y) is given by

! 1 1 1 1
I(y) = /0 dx {1 - 5:1:2 - iy(l - x)} In[z? +y(1 — 2)] + 1Y (lny - 2) . (11.16)

The correction depends logarithmically on the Higgs boson mass. The contribution from
light-fermion loops in the propagator is

.2
Ary = 2§Nc {Zln:f—aq; 2(281;152;301)1110059‘4/0} , (11.17)
where quarks receive contributions of N, = 3 (the color factor) and a, = 5/9. These
contribute a relative correction of 3.3% to the W boson mass, with the largest uncertainty
arising from the light quark masses. These can be incorporated into the running of the
electromagnetic coupling, and currently contribute about 5 MeV uncertainty on the W
boson mass prediction.

> ,
© R s
o 15000[— )
o
- B W - pv
s |
S L x2/dof =58/ 48
0 10000 B
5000[—

| 100
M. () (GeV)

Figure 11.2  Fit for mw using the transverse mass distribution.
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11.3.1 Top-bottom loop

The top-bottom loop is one of the largest contributors to the correction of the ¥ -boson
propagator. This contribution is

—3u* g3\ Vi |®  _d? 1 1
el | (QWI)DdTT V(1= 5) 55z (1 —75)m

=iV (k), (11.18)

including factors of 3 for color and -1 for the fermion loop. To evaluate this integral, we
move all gamma matrices to the numerator by multiplying the numerator and denominator
by the same factor, and we separate the propagators with the Feynman integral:

.2 d—d|ys (2 1 d
B A 3go1" ™ V| / dz/ d“p

Trlyu(1 = 75) (YaP™ +me) v (1 = 75) (180" — 15k + my)]
{(P?—m#)z+[(p—k)2—mI)(1 - 2)}?

Redefining the integrand to p’ = p — k(1 — 2) and recalling that integrals over terms linear
in p’ give zero, the numerator becomes

2 p"P — k*kP2(1 — 2)|Tr[yuyayvys (1 + 75)]- (11.20)

(11.19)

The traces can be evaluated in d dimensions using

TT(’YM’Y&’YV"Y[;’Y5) = dieuau,(%
Tr(vuyarwys) = f(d)(Guagvs — Guvgas + Jusgva), (11.21)
where f(d) is some function with the property f(4) = 4. The antisymmetric tensor €4,

combined with the symmetric terms p'*p’? — k*kP2(1 — z) will give zero. The numerator
becomes

24 (A (20, — 221 — 2) (ki — K2gp0) — gl + K22(1— 2]} (1122)
In terms of p’, the denominator is
P2+ E*2(1—2) —miz —mi(l - 2). (11.23)

Now the first and last terms of the numerator will cancel if we add m?z —m?(1 — z) to the
last term (as in the case for the vacuum polarization of the photon). We are then left with
the integral over the middle term,

avw — —3f gtV /1 " / d'p

o 4 0 (2m)d
—22(1 = 2)(kuky — Kg) — [miz + mp (1 = 2)]g,u
{P?+k22(1—2) —miz—mi(l—2)}? ’

(11.24)

The integral is calculated using the usual identity (Eq. 6.9) to give
/1 i(—m)42T (e)dz

o @0 T@)R(1 - 2) —miz — mp(1 - 2)]°
{=22(1 — 2)(kuky — K?gu0) — [miz + mi (1 — 2)]guw }, (11.25)

’LHZ[I//W — _3ggu4fd|‘/tb|2

X
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where f(d) has been set to 4 and € has been defined to be 2 — d/2. Now we use I'(e) ~
e ! —+,T(2) =1,and a* ~ 1 + eIna to obtain

U idz 4
'HWW:—32v2/Z 1+ el
v 90/Vao| o 1672 e [—k22(1 — 2) + miz + m2(1 — 2)]
1
(3= (2201 = )k, — #g0) = D+ i1 = 2lg)
o =3igd| Vi [k — kMEY mi+mi] (1
= e YT 3 2 c )T
1 ) 47T/~L2
dz [2(1 = 2)(K*guw — 2kuky) — Aguy] In T}’ (11.26)
0
where
A=m?z+mi(l—2)—k?2(1 - 2). (11.27)

The correction has a divergent term, which is removed through renormalization, and a finite
term proportional to the square of the top-quark mass. Performing the integral and fixing
the divergence using the Z boson mass, the correction to the W boson mass is:

. 2 2n2m2 2
Arg = 3G rmiy m2 +m — —t 1y (mtﬂ : (11.28)

8v2m2(m% — my,) mi —mj b

Since the top-quark mass enters quadratically in the correction, its precise knowledge is
important for predicting the existence of other particles. Prior to its discovery, the top
quark’s mass was predicted to be about 170 GeV, in good agreement with its measured
value. The current uncertainty on the mass of the top quark contributes about 5 MeV
uncertainty on the W boson mass. Uncertainties from higher order corrections also con-
tribute about 5 MeV. The combination of the world measurements of the 1 boson mass
give an uncertainty of 15 MeV, with the precision dominated by the recent CDF measure-
ment of my = 80.387 £ 0.019 GeV. The measurement involves fitting the measured
transverse mass distribution of W bosons produced via g’ — W and decaying leptoni-
cally. An example distribution is shown in Fig. 11.2. For an input Higgs boson mass of
myp = 125.7 & 0.4 GeV, the predicted W boson mass is myy = 80.367 £ 0.007 GeV.
Historically the measured value of the W boson mass was used to predict the mass of
the Higgs boson; this prediction gives mpy = GOfE{g GeV. A global fit to all W and Z
measurements gives a predicted Higgs boson mass of my = 941%3 GeV.






CHAPTER 12

THE HIGGS BOSON

The Electroweak theory depends crucially on a mechanism to spontaneously break the
SU2) x U(1) gauge symmetry. The Higgs boson was the last unobserved particle in
the Standard Model and its discovery provides direct access to the symmetry-breaking
mechanism. In particular it fixes the p parameter in the scalar potential, completing the
input parameters of the minimal Standard Model (still undetermined are the masses and
mixing phase of the neutrinos). Prior to the discovery, loop contributions of the Higgs
boson to the W-boson mass gave a predicted Higgs-boson mass of 941'32 GeV, with an
upper bound of 152 GeV at 95% CL. Parts of this mass range were accessible to the LEP
and Tevatron colliders, and the entire mass range (and up to a TeV or more) was accessible
to the LHC.

The recent LHC discovery of a boson with a mass of about 125 GeV allows a variety
of tests of the Standard Model predictions. In this mass range the Higgs boson can be
measured using a wide range of production mechanisms and decays, individually testing
the relationship between the mass of each fermion or gauge boson and its coupling to the
Higgs boson.

12.1 Higgs boson mass

The renormalization procedure allows the calculation of physical quantities given mea-
surements of the model parameters at a particular scale. Fundamentally, the cancellation
provided by the procedure is expected to occur via contributions not present in the low-
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energy theory. When the parameters require large cancellations to give the observed values,
we say that the theory is fine-tuned. Most of the parameters of the theory grow logarith-
mically with energy, so new contributions occurring at a high energy scale can prevent
fine-tuning. However, the Higgs boson mass grows quadratically with energy, so fine-
tuning appears near the TeV energy scale. This can be seen by explicitly calculating the
one-loop contributions to the Higgs boson mass.

We have evaluated the one-loop contribution to a scalar propagator using dimensional
regularization. In order to study fine-tuning as a function of the scale of new physics, it is

more useful to use a cut-off in the integral. The vertex of the four-Higgs interaction can
3ig2m§1

be expressed as amZ,

and the vertex of the three-Higgs interaction can be expressed as

. 2
?’;gn#, where g = esinfyy is the weak coupling. The loop from the four-point vertex
W
contributes the following term to the propagator:

—3i02m2 dt .
Y TnQH / Q4 . 12 _ = _Z-Zloop H(pQ)’ (121)
2x4msg, J (2m)* ¢ —m3 +ie

where the factor of two in the denominator is a symmetry factor from the loop. The integral
can be easily evaluated by the replacement dE — idE (a Wick rotation), so that the
denominator is —q? — m?,. The integration factor d*q can be expressed as 27%¢3dq after
performing the angular integration. Changing variables to v = ¢?, the integral becomes

A2 . .
—i m —i

— " du=——[A% —mZ% In(A?*/m? 1)]. 12.2
/0 872 2(u 4+ m%) Y 16#2[ mi In(A%/my +1)] (12.2)

Including the vertex factor and neglecting the logarithmic term, we get

~ —3ig?mA?

_~EloopH 2\ )
! W) = 552 am2,

(12.3)

The three-point function will contribute a logarithmic divergence, since it has two propa-
gators in the denominator giving a factor of 1/¢*. So we can neglect this contribution. The
mass becomes

(il 2

_ m%{ + Eloop H(p2)
392m2,A?
3272 x Am3,
~ o2 3 x 4m(128)~1 x (1 — 80.3852/91.188%) 71 x 1252A2
H 3272 x 4 x 80.3852
= m% +2.53 x 1073A%/GeV?. (12.4)

2
= mH+

The dominant divergent fermion loop is the top loop, since its coupling is significantly
greater than the other fermions. The vertex factor is —igm;/(2my ), giving a loop contri-
bution of

= —ixlort(p?),  (12.5)

39°m? d*p T [ i i
T
am2, ) 2m)4 [ vap® — me vpp® — kB —my

where the factor of 3 accounts for the three top-quark colors and a -1 comes from the inter-
nal fermion loop. Moving all gamma matrices to the numerator by multiplying numerator
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and denominator by the same factor, and separating the propagators with the Feynman
integral gives:

N s}
4my, {(p? =mP)z+ [(p = k)* = mf](1 - 2)}?
(12.6)
Redefining the integrand to p’ = p — kz and recalling that integrals over terms linear in p’
give zero, the numerator becomes

[p/ap/ﬁ kakﬁZ(l _ Z)]TT(’Y(X’}/B) + 4’/713. (12.7)

The trace can be evaluated using 77 (V47ys) = 4¢gap- The dominant divergence will come
from the p? term, giving

) 39 m d*p
—ixloort — t/ / 12.
! AmZ, V2 —m2 + k2 (1 R " (12.8)

With a Wick rotation and defining u = p? + m? — k?z(1 — 2), keeping only the A? term:

Eloopt - _ Sng% 2
1672m3,
_ 3 x4m(128)" x (1 - 80.3857/91.1887) " x 1732 A2
1672 x 80.3852
= —3.88 x 1072A2. (12.9)
Combining top-quark and Higgs-boson loops, the Higgs boson mass is
(M"Y = m2 +2.53 x 107°A%/GeV? — 3.88 x 1072A?/GeV?
= m% —3.63 x 1072A% (12.10)

Fine-tuning to a given percentage would mean that the difference on the right is that per-
centage times m?;. For 1% tuning, we get

1252 = 0.01 x 3.6 x 1072A2?, (12.11)
or A = 6.6 TeV.

12.2 Higgs boson production at hadron colliders

The relative cross sections for Higgs boson production are dominated by the couplings
of the Higgs boson to fermions and vector bosons. At the LHC the process with the highest
cross section contains the t¢H vertex, where the ¢t pair is produced by a t-channel inter-
action between two gluons. The diagram, known as gluon-gluon fusion, is a triangle top
loop with two external gluons and an external Higgs boson. The next highest cross sections
are the vector-boson fusion processese WW — H and ZZ — H, where the W and Z
bosons are radiated by the incoming quarks. Associated production follows: WH, ZH,
ttH, involving the same vertices but suppressed by the higher combined mass of the final-
state system. Production via the bbH coupling is small by comparison, but can be relevant
in other models. The Higgs boson was first observed via gluon-gluon fusion production,
with several final states showing significances near 5. The sensitivity to vector-boson fu-
sion is more marginal, ~ 3o, but will significantly increase with the 13-14 TeV collisions
expected to begin in 2015.
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12.2.1 Gluon fusion [27]

The matrix element for gluon-gluon fusion has two components corresponding to the
two directions of the internal top-quark lines:

. d
_ . oo T .3 d%q
M = (7295) (27’n> TT(t tb)( ]‘)EV(EN / W
[ 7 " i v ) } n
Yal® +YakS —my " ypqP —my T 0P — k] — my

1 y ) u )
(12.12)
|:_'7aqa + Yok — mt’y _’Yﬁqﬂ - mtry —pq° — ’kag - mt:|

where the e factors are the external gluon polarizations, ¢ are the adjoint representations
of the gluon color charges, g is the strong coupling constant, the integral is performed
in d dimensions, and there is an overall factor of -1 because of the fermion loop. Rather
than go through the extensive calculation of the matrix element squared, we consider its
components and the various contributions to the cross section.

The cross section is given by

1 d*p

° = %) @ =218 (p? — m¥y;) (2m) 0% (key + ko — 464 Z|

_ 2
= (s —my Z|M| (12.13)

where the factor of 1/4 comes from averaging over initial-state spins, and the factor of
1/64 comes from averaging over initial-state colors. We can additionally separate out the
prefactors in the matrix element,

IM? = 34 JTr(t t5) T (t9°)| Mt 2. (12.14)

We now use a, = g2/4n, Gr = g2/(2v/2mw ), and Tr(taty) = 64p/2 and 6,509 =
for a sum over color factors. The cross section becomes

_ 2\[Gpmt5

16m%,

(s —m3) Y my| M|, (12.15)

s,C

The matrix element has the form

2
Mint = CL(61 . 62) — 720,(61 . kg)(EQ . kl), (1216)
My
where
o = 8mt
o 1-1Im2(1-1)1672C,

4 2

;oo dmi
My

_ —1/2
Co = iarcsin?(771/2) (12.17)
8m2s
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for my < my. Summing over spin states gives | M,,¢|? = 2|a|?, so the total cross section
is

2
W 57— |:]. + (1 — ’7—) arCSin2(7_1/2):| } 5(5 — m%{) (1218)
™

This leading-order term is at the order of o and there are large corrections from higher
orders. The calculation has been performed to NNNLO accuracy (a2!), and there are signs
of convergence (the uncertainty from missing higher orders is estimated to be 3%). The
cross section is proportional to the top-quark mass to the fourth power due to the loop
(o< m?/m?) and the Yukawa coupling at the t£H vertex (oc m7/m3;,).

12.3 Vector-boson fusion

Higgs boson production through vector-boson fusion was one of the original processes
studied to show the problems that arise in the absence of a physical scalar field, and to
constrain its mass. In particular, the WW — WW process (W W scattering) has a matrix
element that grows quadratically with energy in the absence of a Higgs boson. Since the
scattering of a massless gauge boson does not have this behavior, the unphysical growth
has to come from the longitudinal degree of freedom (the Goldstone boson). From the
perspective of the Electroweak theory, its origin is the consideration of only a subset of di-
agrams of a ¢* theory; the physical Higgs boson is required for a complete renormalizable
¢* theory.

The calculation of W W scattering involves matrix elements for a 4-point vertex and s-
and t-channel y/Z/ H exchange. The outgoing W-boson lines have associated polarization
vectors, and we consider only the longitudinal polarizations since these are the polariza-
tions that arise from the Higgs mechanism. The longitudinal polarization can be calculated
by considering a boost of the polarization vector (0,0,0,1) along the z axis:

EH = (7”307077)
(pl/mWa 07 07 E/mW)
(E /mw — mw /2E,0,0, E/my). (12.19)

Q

For a general momentum vector there is a factor py /|p1| ~ (1 + m%,/E?)p1/E for the
spatial components of the polarization vector. Then the polarization tensor can be written:

om mw

= 7—7E__’
6” mw 2E2( ’ pl)
2
= Pp W, (12.20)
mw S

where the last line is a general feature of 2 — 2 processes such as W W scattering.
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Now we consider the 4-point WW vertex, whose matrix element is simply given by the
Feynman rule for the coupling and the external polarizations €, (p1 )€, (p2) — €,(k1)ex(k2):

My = ig*{2le(p2)e(kr)]le(pr)e(ka)] — [e(pr)e(p2)][e(kr)e(ka)] — [e(pr)e(ka)][e(pa)e(k2)]}

g2 Qm%[,
~ ZmT{[Q(kal)(plkz) — (p1p2)(k1k2) — (p1k1) (p2k2)] + . X
w
[2(p1k1 + poka) (P12 + paki1) — 2miy (p1p2 + kika) — (P12 + poki) (paka + p1ki)]}
2 2
~ i4gz [2(5 +t—2m¥)? — (s —2m¥, )% — (t — 2m¥,)? — SW;W tu
w
g 2 | 42 2 Sm%‘,
R |8 + % +dst — 4(s + t)myy, — tu] , (12.21)
miy, s

where we have used p1ps = kiks = s/2 — m¥y, p1k1 = poka = —t/2 + m¥,, p1ks =
poki = —u/2 +miy, and s +t +u = 4mi,.
We next consider s-channel y/Z exchange:

sin? 0y cos? Oy

Mz = =ig? (504 S (1 = pa)leo)elon)] +

[(=2p1 — p2)e(p2)le(p1) + [(p1 + 2p2)e(p1)]e(p2)u H
H[(—=2k2 — k1)e(kr)]e(ka)" + [(2k1 + k2)e(ka)]e(kq)"

(k2 — Kk1)"[e(k1)e(k2)]
} (12.22)

The polarization vectors satisfy p,e/ = 0, so the matrix element becomes

g% [sin?0 cos? 6
Msyyzy = _275%4/ ( S Ut - mg) [(p1k2 + p2k1 — piky — paka)(P1p2) (k1ks) +

(p1ka — paka — 2p1kimiy /s + 2pakimiy /8) (p1p2)(—2kek ) +
(p1k1 — pak1 — 2p1kamiy /s + 2pakomiy /) (p1p2) (2k1ka) +
(—2p1p2)(p1ka — p1k1 — 210274?2771%1//5 + 2p2k1m%/v/s)(k1k2) +
(—2p1p2)(prka — 2miypiki/s — 2miypaka/s)(—2kaky) +
(—2p1p2) (p1k1 — 2miypaki /s — 2miypika/s)(2k1k2) +
(2p2p1)(k1ks)(p2ke — poki — 2m%{/P1k2/8 + 2m%yP1k1/8) +

(2p2p1) (p2ka — 2miyp1ka/s — 2miypaks /s)(—2kaky) +

(2p2p1)(p2k1 — Qm%Vplkzl/s — Qm%Vkag/S)(Zk)lkg)]. (1223)

Again using the Mandelstam variables and assuming m3, /s < 1, we get:

2

My~ ISty )52 /4= (u= )54+ (¢ = )4 =
(u—t)s% /4 + s%u/2 — 8%t /2 + % (t — u) /4 — 8%t /2 + s%u/2 + m¥y, x
[(t—w)s+ (u—1t)s/d+ (t —u)s/2 4+ 3(u—t)s/4+ (t —u)s/2 +
(u—1t)s/4+ (t —u)s/2 — 2us — 2ts + 2ts + 2us + 3(u — t)s/4 +
(t —u)s/2 + 2ts + 2us — 2us — 2ts]}

2

—1'431% [s(t —u) — 3m2% (t — u)] . (12.24)

Q
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The t-channel Z/~ exchange can be obtained by simply exchanging py with —ky:

. 9 sin? Oy cos? Oy
Miyjzy = —ig ( 7 + t—mZ ) {(p1 + k1) ule(pr)e(kr)] — [2p1e(kr)]e(pr)
—[2k1e(pr)]e(k1) H (k2 + p2)F[e(p2)e(k2)] — [2kae(p2)]e(ka)" —
[2p2e(k2)]e(p2)!}. (12.25)

Multiplying the terms gives

2 -29 9
.9 (sm W+cos w

v 7 ) [(p1k2 + p1p2 + kika + k1p2) X
—my

Myyyzy = m%v
(prk1 — 2p1kamiy /s — 2pakimiy /) X

(poka — 2p1k2mw/s 2p2k1m%‘//5)

(p1ka + K1k — 2p1kimiy /s)(prk1 — 2p1kamiy /s — 2pakimiy /s) X
(—2kaps + 4koprmiy /s) + (p1p2 + kapa — 2kipimiy /s) x

(prk1 — 2p1kamiy /s — 2pakimiy /5)(—2paka + dpakimiy /s) +
(=2p1k1 + Ap1kamiy /s)(p1ka + p1p2 — 2p2kamiy /s) X

(p2ka — 2p1kamiy /s — 2pokimiy /) +

(—2p1ky + dprkomiy, /8)(prkas — 2miypik1 /s — 2miy poka/s) X
(—2kopo + dkopimiy /s) +

(=2p1k1 + 4prkamiy /5) (p1p2)(—2p2ks + dpakimiy /s) +

(=2k1p1 + 4kipamiy /s) (kiks + kip2 — 2kapamiy /s) X

(p2ka — 2p1kamiy /s — 2pakimiy [s) +

(—2k1p1 + 4k1p2mW/s)(k1k2)( 2kopo + 4k2p1mﬁv/s)

(—2k1p1 + 4k1pamiy /) (k1p2 — 2kapamiy /s — 2kipimiy /s) X
(—2poky + dpokimiy, /s). (12.26)

In terms of Mandelstam variables this is

g2

—1
1
4miy,

M2 [t(s —u) — 3miy (s —u) + 8mpu’/s] . (12.27)

Combining the gauge interactions gives

2
Ma+ Miyyz) + Miyyz) % g
[2 + 2 + 4st — 4(s + t)m3, — 8mtu/s — s(t —u) + 3m3y, (t — u) — t(s — u)+
3m3, (s — u) — 8m¥yu?/s]. (12.28)

The term quadratic in the Mandelstam variables is

2 2
i [s st — st su—tstu] = it [(s+ )7+ (s 4 8)(—s — 1+ 4miy)]
w w
92
= —i——(u—4miy). (12.29)

My
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The term linear in the Mandelstam variables is

i47€;v [—4(s + t)ym, — 8mi tu/s + 3m3y, (t — u) + 3mE, (s — u) — 8mPu?/s] =

i%[él(u — 4m2,) — 8(t + w)u/s + 3(s + t — 2u)] =
i%[llu — 16m¥, — 8(—s + 4mZ, )u/s + 3(=3u + 4m¥,)] =
ZM-’JTW[?,U — 4m?, — 32m%u/s). (12.30)
Combining the terms gives

2
Mat+ Moz + Miyyz) = =iz (du = 16mly — 3u+ 4miy + 32miyu/s)
w
2
4m3,

The matrix elements for Higgs exchange are more straightforward. For the s-channel
we have

Q

—i (u — 12m3y, + 32m3yu/s). (12.31)

m2
M = —ig? ey [elpn)elpa)] ek )e(k)]

~ gt (L= iy fs)(s/2 = ) (5/2 = i)

2
~ i W (2 /4 — m2s/4 — mYys), (12.32)
S

while the ¢-channel expression is

2

M) = =ig® = o lelp)e()le(pa)eha)]

m2
~ ingW(l —mi /OI(t/2 = miy) (/2 — miy) — 2tumiy /5]

2
~ igzmTW(t2/4 — m2t/4 — m3t — 2tum?, /s). (12.33)

Combining the terms linear in the Mandelstam variables gives

g2

! 4m3,
g2
4m?,
We see that the linear term cancels once the Higgs propagator is included in the matrix

element.

A full analysis, including longitudinal Z production, shows that the cross section for
boson-boson scattering violates unitarity for my = 1 TeV. This motivates the energy
reach of the LHC, which was designed to definitively determine whether the Higgs boson
exists.

We have focused on WW pairs in the initial state and only considered the divergent
terms. At high enough energy, the initial-state ¥ bosons can be considered as components
of the original protons as is done with quarks and gluons. At the energy of the LHC
one needs to consider the qg — ggW W process, which has 96 diagrams and is thus
significantly more complicated.

My + My (s+1)

(—u + 4m¥,) (12.34)

= —1
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12.4 Higgs boson production at lepton colliders

An intensive search for Higgs boson production at LEP via the e"e™ — Z H process,
whose matrix element is given in Eq. 5.33, took place between 1996 and 2001. No evidence
for Higgs boson production was observed, and a lower limit on the Higgs-boson mass was
set at 114.4 GeV. Future proposed e e~ colliders could produce a large sample of Higgs
bosons with less additional energy in the detector than a hadron collider. Studies of the
possible precision of measurements of such a sample are ongoing.

An interesting long-term possibility is the construction of a muon collider to produce
Higgs bosons on resonance. To get an idea of the potential rates, we can calculate the
production cross section for 777~ in u " collisions. This can occur through s-channel
production of a photon, a Z boson or a Higgs boson. The matrix element can be written as

M=Mgz+ M, + My, (12.35)
with
d*k 197y —igh?
= 5 — k)og—2E— (gH — g* —_—
Mz / @m0 PPz = kv g gy = gans) wpr s
54k — / ’ _/igi o —qgh ’ 12.36
[k — (p1 + p2r)]ta Tcos Oy (9v — ga7s) var, ( )
d*k _ —igh?
Mfy = / (27r)454[p1 —|—p2 — k’]@g(—zem)ul ]{27_'7_2654%‘ — (pl/ +p2/)] X
uy (—iey, vy, (12.37)
and
d*k —igm i
= 5t —k)v S Yk —pr — por
My / (2n)? (p1+p2 — k)2 Sy R R (k—pr —p2)
Xﬂl/ g Vo (]238)
2mW

in the Feynman gauge. We have already evaluated the contributions of the Z and ~ propa-
gators for eTe™ — p+ ™ ; the contributions are the same for =~ — 777~ at /s = 125
GeV since we can neglect lepton masses. The additional contributions from the Higgs-
propagator matrix element are:

AIMP = My |? + MM, + MEMp + MMz + My M. (12.39)

The square of the Higgs propagator can be calculated by integrating over k:
|M |2 _ g4mim~2r [1_)U’L_LUH17uﬁU]
H 16m%v[(8—m%{)2+m?111%{] 2U1Uyrv2 2rurulv2
gtm2m? T iy vaigtn ) |
- 16mévm%[F%{ T7|UTV2V2UT UL V2 V2r U !
4,22
g -m;,m7
o
16my,my 'y
4,22
g m;mz
= D Y S—" 4 4 ’ 7).
64m%/Vm%{F%I[ (p2p1) (pl b2 )]
g4mim3m%{ (12.40)
16m%VF§I ’ .

r[ul Uy 'UQ'EQ]TT [ulz U1 Vor 172/]



100 THE HIGGS BOSON

where we have averaged over initial spin states and used T'r(v,7,) = 4gu, and p1ps =
prpy = s/2. As expected, there is no angular dependence since the Higgs boson is a
scalar particle.

Turning to the interference terms, we first consider interference between the Higgs and
the photon. Again integrating over the propagators’ momenta, we get:

. : ; 8
* _ —1gme 1 _ _ng“ ga - B
MM = u Uy’ Vor —— |Vor U v
H5 ? 2my 18—qu—|—imHI‘H 1 omw 27 (V2 Yau1:U1Ypv2]
€2g2memu gaﬂ ) ) ) )
- VoU1LUL Vo Vo Yo U1 U v
Am?,  s(s —m3 +imply) 2 1 et itz
i s X LA NS
- u V2UV2UL || U1 V2r V2 YV, U/
4m3,  s(s —m3, +imply) 178V20V2U1 | [U1/ V2 Vs Yo U1
2,2 af
€°g mem# g B ~ B )
= Trlus 1 vavoUs | Trwy iy Vo Tor
4my,  s(s —m3 +imply) [u1 1YV T [ur Uy V2 Uy Y
-0 (12.41)

where in the last line we have used the fact that the trace of an odd number of gamma
matrices is zero. This is to be expected, since the Higgs boson is a spin-0 state and the
photon only has spin states of £1, so there is no interference.

Finally we consider interference between the Higgs and the Z boson. In the Feynman
gauge the spin-1 degrees of freedom are explicitly separated from the spin-0 degree of
freedom. The matrix element for the spin-1 degrees of freedom will have a similar g,,,,
factor to that of the photon and give a trace over an odd number of gamma matrices. This
contribution will be zero, again as expected for an interference term between spin-1 and
spin-0 propagators. The spin-0 degree of freedom of the Z boson, represented by the ¢o
vertex and propagator, has the following matrix element:

_ —igMme 1 _ —igm
MHM} = U2 Uy D) 3 Uy HUQ/ X

2mwyy s—mi +imply 2mw

5, IMes —1 N LUTaL

2 1 ; 1 2

2my  s—m%+imzlz  2my
4,2 2 - _ _

g memy, VU1 U1 V2 Vr Y51/ U175V

16mfy, (s —m% +imply)(s —m% +imzTyz)
TT(U11_L175U21_)2)Tr(ul/ﬂllvzll_)gl’)%)

(s =m% +imuly)(s —m% +imzlyz)

= 0, (12.42)

where in the last line we have used 7 (y5) = 0. Once again there is no interference. In this
case the interference term disappears because there is no overlap between the production
of a scalar (the Higgs boson) and a pseudoscalar (the ¢5 degree of freedom). Pseudoscalar
interactions are identified by the presence of a 75 matrix.

Now we combine the terms to calculate the cross section. Since the Higgs term has no
angular dependence, its contribution to the cross section will be |[M|?/(167m?%;). The
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cross section is

B N 1113 s 0 & (2 e O S
3m?, 16[(m%, — m%)2? + I'3m%]sin’ Oy cos* Oy
m3;(m3; —m%)gh-g7 3mym2my

+ 12.43
2[(m2; — m%)2 +T'%m%]sin® Oy cos2 Oy 64sin Oyrmiy T, J12:43)
For a Higgs boson with a mass of 125 GeV, the width is about 4 MeV. Thus, the last
term dominates and we have

2,2 ,,2
Tatmyms

Ty 12
16 sin” Owmy, L'y,

(12.44)

Using o ~ 1281, m,, = 0.1057 GeV, m, = 1.777 GeV, sin}}, = (1 — m3,/m%) =
0.2229, my = 80.385 GeV, and I'y = 4.07 MeV, we get 0 ~ 1.2 X 1078 GeV~—2.
Multiplying by 0.389 GeV? mbarn gives 4.7 pb. Thus, a muon collider giving 1 fb=!
of integrated luminosity on the Higgs boson resonance would produce about 4700 Higgs
bosons decaying to 777,

Another important measurement is the direct measurement of the Higgs boson self-
coupling A. Again one could consider making such a measurement at a muon collider. The
production of Higgs-boson pairs in ™~ collisions can occur through an s-channel Higgs
propagator, or ¢- or u-channel Higgs-boson emission from two puH vertices. The matrix
element is

d*k —3gmymy;v(p2)u(p:)
— v 64 bk — o pvH
M= [ o —p = S
225
Y —g°m;0(p2)u(p1)
6" (k—p1+m )4m%[,(%k” e

+

—g*m3o(p2)u
4m%/V (k" — mu)

+ (54(14: —p1 +p2/)

where the factor of 1/2 in front is a symmetry factor for two indistinguishable particles in
the final state. The integral can be performed simply using the delta functions. Moving the
gamma matrices to the numerator and taking the matrix element squared gives

Myl = 99> m2mi; dg*my,  4gim; 4g*(s — 2mE)m; y
16mfy, (s —m3)?  16mfyt  16mj,u 16mfy, tu
o(p2)u(p1)u(p1)v(pe)- (12.46)

where we have used Tr(y,7,) = 4g,,.. Now we average over spin states and evaluate the
spinor traces using pyp2 = $/2. This simply gives a factor of s for the spinor term. The
additional terms vanish when we consider s + ¢ + u = 2m?,.
Now we can calculate the cross section. Since there is no angular dependence and the fi-
nal state contains two indistinguishable particles, the cross section will be |M |2 /(327s):
92 m2 gm%[

b i . (12.47)
512mmg 16(s — m%;)?

At threshold, s = 4m%{, and we have:

2

2
I My (12.48)

o= ———"—.
8192wmi,
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: SM Higgs branching ratios (HDECAY)
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Figure 12.1 Higgs decay branching ratios.

12.5 Higgs boson decay

The relation between fermion mass and its coupling to the Higgs boson gives detailed
predictions for the decays of the Higgs boson. The Higgs branching ratios as a function of
mass are shown in Fig. 12.1. Its partial width to fermions is given by

3/2

_ Grm2my 4m?2

I'(H = ff) = 4\/% (1— me . (12.49)
H

Its partial width to gauge bosons is

Grmiympy (1—90W)1/2 9
I'H — WW 4 — 4w + 3z
( ) 8\/571’ Tw ( W W)
GrmZmy (1 —27)'/? 2
I'NH —ZZ 4 —4xy; + 3x7). 12.50
( ) 16\/577’ Tz ( Z Z) ( )

There is no direct coupling between the Higgs and the massless photon, but the Higgs can
decay to photons through loops. There are two diagrams distinguished by the direction of
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fermion flow in the loop. Choosing one of the orientations with external momenta p + k

for the Higgs and p, k for the photons (with respective polarizations y, v), we can write
the matrix element as

—igmy dl 1 2iey, i 2iey,
M o= (-1 2myy (27r)4TT['ya(lO‘ —k*)—my 3 glP—my 3 .
]
Y510 +p°) —my
—2gmye? d*l
9mW (271’)4
Tr[(val® = Yak® +me) v (3507 + me)yu(160° + 50" + )]

(12.51)
(1 = k)2 = mZ](12 = m?)[(l + p)? — m{]
We combine the denominator using the two-parameter Feynman integral,
1—x 1
— =2 d 12.52
abc / x/ a(l —x —y) + bz + cy)?’ ( )
to obtain
—4 1-z d4
S K TS
9mW
{=mp)(1 -z - )+[(l—k)2—m?]x+[(1+p)2 2y

Expanding the denominator,

12 — 2klx + 2ply + Kz + p?y — m? = (I — kx 4 py)? + 2pkxy —m?2,  (12.54)

we see that it can be simplified by defining I’ = [ — kz + py, and using m?%, = (p+ k) =
2pk. The numerator is

Tr{(val® — vak® + me)y (7807 + me)yu (vsl° + y5p° + me)] =
T?“{[’ya(la - ka)'yu'yﬁlﬁf}’u + Ya (1% — ka)’YV’Yﬂ’Yé(l(S + p6>+
Y875 (10 + p°)Jme + v y,mi}, (12.55)
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neglecting terms with odd multiples of +. In terms of !’ this is

Tr{[ya(l'® = k(1 — z) = p°y) 151" + kP2 — pPy)y,+
Ya (' — k(1 = 2) — p*y) oy vs (10 + p° (1 — y) + Kox)+
Yoys (8 4+ kP — pPy)y,vs (1% + p° (1 — y) + KOx)ms 4 v, y,m3}
= 4my[(Gav 981 — JapIvn + Gapguvs)(U'* — k(1 — z) — poy)(I° + Pz — pPy)+
(JowIus — Gapgvs + Jasguu)I'* — k*(1 — ) — p2y) (I + p°(1 — y) + ko) +
(98915 — Gvudps + 9us9pu) (1P + K22 — pPy) (I + p° (1 — y) + K°2) + gum]
= dmi{(l}, — ko (1 — x) = poy) (I}, + kux — puy) — guull” + kp(1 — 22)y]+
(I}, = k(L = 2) = puy) (I}, + kv — puy)+
(1, = k(L= 2) = py) (U}, + pu(1 = y) + k) —
(1, = ku(1 = 2) = puy) (L, + pu (1 = y) + kya)+
Guull? = kp(1 —z — y + 2zy)] + (I, + kv — poy) (1), + pp(1 — y) + k) —
Gl + kp(z — 2xy)] + (I, + kpx — puy) (1, + po (1 — y) + kyz) + goumi]}
= dm {4, — 2k, k(1 — ) + 2pupuy® + kuppy(l — x) — 3p kxy—
goull? + kp(1 = 22)y] — 2pupuy(1 — y) + kupy (1 — x)y—
kupu(1 = 2)(1 = y) + kup (1 = 2)(1 = y) + goull”” — kp(1 — 2 — y + 22y)]+
2k, ky2? + kuppx(l — y) + kupur(l — y) — knupury—
Jvp 1" + kp(x — 2zy)] + guuth}
= dmy 41, — guul”? + (4y% = 2y)pupy + (42% — 22k, i+
(2z + 2y — 1 — day)kyp, + (1 — day)kupy + 9o 22y — 1)kp + gu,m3?](12.56)

where we have used k? = p? = 0 and neglected terms linear in ’. The terms with &, and
p, Will give zero when multiplied by the photon polarization vector. The terms quadratic
in I’ are potentially divergent, so we evaluate the integrals in d = 4 — 2¢ dimensions. The
quadratic terms can be evaluated using the generic integral

. d/2 7A d
d___ PuPv o \as2'T  AVd/2—a Guv 4G
/d Pz~ A)a =(=1) f(a)( A) {2 r (a 1 2)] . (12.57)

In our case A = m? — xym? so the quadratic terms give

imtﬂ'd/z
(—1)d/2W(—m% + zymi)

—e iMmye —€ L (2€
= (=12 s (—m? + wym3) ¢ [ 22297 (c)]

d/2—3 |:(_7”?+$'!!7”§1)9MV(4_d)I‘(3 11— %)}

€ . .
_ —1 W9y _ iMiguy

- (4#(7mf+zym§{)) 3277 = “8a? (12.58)
where g,,g"" = d. We see that this term is not divergent; indeed, this must be the case
because there is no tree-level H -y term in the Lagrangian to renormalize the vertex. The
other terms can be evaluated using the general integral relation

d - d/2 _d
/(pdeA)a _ (—1)d/2mII“((OZO[)2)(—A)d/2_a_ (12.59)
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For o« = 3 this is convergent so we obtain

/ <2w>4<§p— Ay - 2A_g§>4 {“ ~Amy) Ryt Gy {mi’ ("”“y - i) i m]}

(12.60)
Combining the terms gives
—16gm?e? 1 z guv [A=m3 (wy—3)—m]]-(1—dey)kup, |
gvgnw fo dzx dY 332 { = A } =
—1 m,e 1 x g;w[*m2 (2wy71)]*(1*4my)kupv
1872 mw fO dux dy{ = 2A =
—ige? L m 1 T — 4
e (QTH _ kupy) I da Ayt (12.61)

The diagram with the fermion loop going in the opposite direction will give an equal con-
tribution. Summing the diagrams and squaring gives:

2

2,4 Tt 1-z d 1_4 )
g-e g~ m L, m y( my
UMP = e ( T g > / /
w 1—xy
1—x
1—-4
_ getmy / dw/ xy2 : (12.62)

16274m2, 1,zy

There will be another factor of two due to the two possible polarizations of the outgoing
photons. The integral over dy can be performed using

/1—ayd a (a —b)In|by — 1|

y=-y+

= ; = (12.63)

We can now insert the matrix element into the general formula for the width of a particle
with mass m decaying into two massless particles,

5 mp

= 12.64
16mm ( )

where S is the symmetry factor; for identical final-state particles this factor is 1/2. We thus
obtain

1—x
1—4
ro_ etmy / / m"z (12.65)

162m3m3, 1 — oy

2

Fa(l - )]

_ 2V2G pam3, th +m§< )/ da:ln

3
81m mH my

The width is proportional to %, m?;, with a dependence on the top mass of m$, as in

the case of gluon-gluon fusion.






CHAPTER 13

MESON MIXING

The off-diagonal Yukawa couplings in the fundamental Lagrangian lead to four physi-
cal parameters that allow flavor-changing charged-current interactions. A given flavor-
changing interaction can be calculated using these parameters in the CKM matrix, which
translates the mass basis to the weak basis. Mesons with different quark flavors (K 0 — 34,
D° = cii, B® = bd, and B? = bs) can oscillate into their antiparticles via intermediate
states of different flavor. The measurements of these oscillations precisely determine the
parameters of the CKM matrix, with uncertainties dominated by the non-perturbative QCD
description of the bound states.

13.1 CP Violation

A key feature of the CKM matrix is the presence of a complex phase. This phase
necessarily leads to CP violation. In the fermion Lagrangian with weak eigenstate spinors,

Liermion = WY Dutbr, + iPry* Dptbr — (yhin ¥ g + yisthin s + hec.). (13.1)

The fermion spinors appear physically as mass eigenstates, related to the weak eigenstates
by the CKM matrix

C12€C13 $12€13 s1ze 01
V = | —s12c23 — €12523513€"%  cacog — S128023513€'018 sozciz |- (13.2)
S12823 — C12C23513€01%  —C2823 — S12C23513€01%  cazers
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This matrix appears explicitly in the charged current terms,
Lee = igu) /"W, Vidy, +ig*diy" W, Vi, (13.3)

Under a CP transformation, u = eigiﬂi, diL — eiGQJiL, WJ — —W; , and c}"yuq —
—qv,q" (where the phases have been absorbed in the quark fields). The charged current
then becomes ' _ 3 4

L = igrul " WEVidy + igdp v W, Vil . (13.4)
We have seen that the CKM matrix has a phase that cannot be rotated away. This phase
causes a difference between the charged-current Lagrangian and its CP transformation.
The charged-current Lagrangian thus does not conserve CP; this is inherently due to the
existence of three generations, which in general give a matrix V' different from V'*.

13.2 Mixing overview

The neutral mesons with weak decays oscillate between the particle and antiparticle states
at a measurable rate before they decay. Because these states have a small mass difference,
oscillations into other states are negligible. A 2 x 2 matrix can be constructed for the
transitions (MJ| M), (M)|MJ), and the transitions with M) <> M} (MY is the meson
composed of g;, ¢; on-shell valence quarks):

oE W oF I T
- mo + 12 +0kq2 i 12 ’ (13.5)
Wi+ 0EY,  mo+0E rs, T

where mg corresponds to the “tree-level” QCD bound state, J E' is the correction to the
meson or anti-meson propagator due to weak interactions, W14 is the perturbative weak
off-shell meson-antimeson transition, § E'15 is the off-shell transition through intermediate
states, and I';5 is the transition through on-shell states. The diagonal elements are equal,
due to CPT invariance.

Diagonalizing the Hamiltonian gives eigenvectors for the physical masses and widths

of the observed states M, and M3, where

M) = p|B)—q|B),
|M3) = p|B)+q|B),
(13.6)
with
q_ Mfz_%riz (13.7)

p Mo — %Fu'

One can rewrite the eigenstates to more clearly delineate the CP-violating contribution,
e.g.

) =25 (1 v 1m0+ 20 0m - 1B) | ass)

where € = (1 — ¢/p)/(1 + q/p) provides a measure of the CP violation.
The eigenvalues are

Ma2=mi2— 12, (13.9)
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where

5|2
mi2 = M+ Re\/|M12|2 — % — Z.Re(MlgI“{Q) =M= Am/Q, (13]0)

ngFiﬂm¢Aﬁﬂ—- — iRe(MyoT%,) =T £ AT'/2.  (13.11)

Given these eigenvalues, one can calculate the time evolution of e.g. MS:

1 . . )
‘ 0> _ 5671Mt671“t/2[(eAFt/4€zAmt/2_’_efAFt/4eszmt/2)|M3>+
]%(CAFt/ALeiAmt/Q B efAFt/4efiAmt/2)‘M2>]’ (13.12)

The time evolution of the anti-meson M. 3 has the same form, with a factor of p/q for the
meson state M) and 1 for the anti-meson state.

13.3 Mixing at leading order

The leading-order perturbative contribution to meson-antimeson oscillation occurs via
the s or t-channel exchange of two W bosons. In the Feynman-’t Hooft gauge these box
diagrams are manifestly convergent, though one needs to include diagrams with both the
W gauge boson and the charged scalar boson. There are four diagrams each in the s and
t channels. The matrix element is the same for the two channels so only one needs to be
evaluated.

The matrix element with two WW-boson propagators and internal quarks j and k is

j d*k
iMigy, = (M, z|64§J€k/ o) oog @)y (1 — 75)m7”(1 —5)¢i (1)@ (p2)
1 —1
XYy (1 —s) vo(k — p1 — p2)P — my, Yu(l = '75)‘]1’(.774)m x
Wl > (13.13)

where ¢; = VijVj”z, & = Vi Vi, and Ml is a meson composed of quarks ¢ and [. In the
Feynman-’t Hooft gauge, the diagrams with a scalar line replacing a W,,,, line will remove
v, or ", and replace it with quark mass terms. The diagram with two scalar lines will
remove both pairs of v matrices.

To simplify the calculation we take the external momenta p; to be negligible compared
to my and the quark masses in the internal propagators. These external momenta are the
individual quark momenta in the bound hadron and should be small compared to the quark
masses. The mixing is dominated by the internal quark line with the highest mass, since
the effects of mixing disappear as quark masses go to zero.

Setting p; = 0 and moving gamma matrices to the numerator gives

d*k Yok +myg,

iMipy = 1z|64515k/( )4qw H(1 =) (kQ_mQ> 77 (1= 75)ai X

kP +
m%ﬂ~m<ﬁﬁ"%>wﬂ %)(W)lﬂMQ

q;
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First, consider the mgy, mg, term. Moving the 5 matrix on the left across the v will flip
its sign, giving (1 4+ 75)(1 — v5) = 0. The term linear in &k will also be zero, since it is
an odd function of k. We are left with the k*k” term. The integral is simplified using a
Feynman integral,

1 *6/ dedydzdwd(l — oz —y — z —w)
(k2 —m2 ) (k% - mgj)(k:2 —-mZ)? (k2 — (z +y)m, — zm2, —wm? )4’
(13 15)

where the integrations over x, y, z, w go from O to 1. We integrate over k using

i d/2 1
J° PpPv - (1 a/2tm Tla—d/2
/ Po? + 2pg —m2)e 1) L(a) (—¢2 —m?2)a—d/2 (9T (0 = d/2) +
1
0 (=¢* =m*)l(a =1 —d/2)]. (13.16)
The integral becomes
d*k kP —Gim2
= —— [ dxdydzd
/ @m)T (k2 — m2) (k2 —m2, ) (k2 — m,)? 6 x (2m) / rayazaw x

d(l—z—y—z—w)X
2]72><

[(x + y)m3, + ngk + wmyg,

1
L@+ y)miy + 2mg, +wmg g™
/ drdydzdws(1 —x —y — z — w)g™?

3272[(x + y)miy + zm2, +wmZ ]

Integrating over w removes the delta function; integrating over z gives

f dadydz(—ig™?) _
3272 [(achl/)m%VJr(lfa:fy)mg,_ +z(m§ B 7m3j =

dzd B
327:;(@7;,52:9 ) {hl[( mﬁ >(1 —r—y)+
($+y)mﬁv+(1—x—y)m§]—ln[( yymiy + (1 -z —y)mg |} =
dady(—ig®?
| w4+ @+ y) iy =3, )] 1n[m + (2 +y) (my —m2)]}.
Next we integrate over y to obtain
dx(—ig™?) m?2
fggﬂ.z(gnzg_ng ){ mw_mgk 1n(m%,v) — 7mﬁv—wm3 ln(m%/v) —

[mg, +a(miy —mg )]
coatrbe ) bnfmd, + (o — m2, )+

[my, +a(miy —mj )]

e Il e(mdy — m)]}- (13.17)

a5
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Finally, the integration over x gives

ig®?) 2 miy 2
32-rr2 2 —m2 ){ —m2 n(mW) o W ln(mW)
mew In(miy,) — (miy —m2, ) (my, +mz, ) — 2m4 In(m2, )]+

74(771%,Vim2)2 [2my, In(miy,) — (mfy, —m2 )(mW +m ) — Qmi;j ln(mqj)}} =
a5

_ig®B
ooy ey e (4l — 4mfym, — 2miy) In(my )+

(myy —m2, ) (miy —m2 +2m2 )+ 2mj, In(m? )]—

qk
74(m€vim2v)2 [(4miy — 4me3j —2my) In(mZ,)+
a5
(my =2 )(my — m, + 2m2,)+ 2 In(m, )]} =

—ig®P
327r2((mggk_)mgj){4(m%}vim3k)2 [(2(m12/v —mﬁ )? — 2m )ln( W)"‘

(m%v - mgk_)2 + (m%v - mqk)ngk + ngk ln(mqk)]f

W[@(m%‘/ - mgj)2 - 2m3j) ln(m%/v)—i—

(my —m2)2 + (mdy — my,)2m2, +2m?, In(m?))]} =

—5q®B
32772((m;21qk 7?m,g){4(m%vimgk)2 [(m%/v - ka)2m + 2m4 ln(mgk /m%/V)]
W[(m%‘, - mqj)2m3j + 2m3j In(m /m )} (13.18)

1 L= 2 2 1
If we now write z; x = mg_, /mjy, the integral becomes

- 21y 1
Cig™) ( m mplnoe @ o ) (13.19)

64m2my, (vp —x;) \ 11—z (I—ap)? 1—a; (1—x;)?

To calculate the remainder of the k“k” term we need to multiply a set of gamma matri-
ces, which can be simplified using

YN = ghOY gt = g — e s (13.20)
The (1—75) terms can be moved to the right to allow the multiplication of [v*~Y*v"][v,YaY,]-
There are three contractions of ¢°¢g;s. with an independent gamma matrix to give 1277,
one pair of cross terms giving 2y, and another two pairs of cross terms giving —4v%~,.
Finally the contraction of the € pair give —3!v%~,, leaving a total of 4y“~,, after all terms
are summed. Moving the 5 back between the two  factors gives

[y (1 = )l @@ [ Yayu (L = 95)] = 4[v* (L = ¥5)]@i@[va(l —75)].  (13.21)
We now return to the matrix element, using 92 = 8G Fm%,v / V2 and 92 = dra/ sin® Ow
to write g* /64 = maG pm?;, /(2v/2sin® Oy ):
iMik —imraGFé;y Tk aplnz,  x; z2Inx;
ww 2v/2sin? Oy 2 (o, —zj) \1—zr (1 —xp)? l-az;  (1—x,)?

_1- al— _1l—x 1-— _
<M3|<qz 2757 Q%qiqz 5 e 275qi>|M3>. (13.22)
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There are two channels, and the matrix element will be summed over internal quark lines,
so the total matrix element for WIW exchange is 23, M{,{}'W. The calculation of the
matrix element with W¢ exchange proceeds along similar lines, except there is e.g. no
~#7, so moving (1 — 5) to the right removes the k*kP term rather than the Mg, Mg,
term. The.integral can be calculated using equation 6.9; the result is M{; o = Mfﬁy =
ijzk./\/l{,];w. The diagrams with ¢¢ exchange have no y*~" matrices, so once again
oply the mg, mg, term contributes, giving Mf;; = mja:k/\/l{/‘lﬁw /4. Summing all the terms
gives

ZM%W _ —iﬂaGFfjfk- TjT <ln T 3 Jrilnxk. 3 CL‘?lnxj > 3

2v/2sin? Oy 2 Tk — ) E_Z(l—xk)Q Z(1_5”]')2

3 LjTk 0| (7 - 70
———|(M; “qi aGir) | M;;)- 13.23
4(17:Ck)(1793])]< zl‘(qlL’y GiLqiL” qL)| zl> ( )
Table 13.1 shows the numerical values of the xy, x; expression (known as the Inami-
Lim factor) for the dominant charm and top quark combinations for BY, BY, and K
mixing, along with the corresponding CKM factors. Because of the large contribution
from internal top-quark lines, the B, system has the largest mixing matrix element.

Table 13.1 The numerical factors entering the leading-order mixing matrix element for B and K
meson mixing [28].

Quarks  Inami-Lim factor BS CKM factor BY CKM factor K° CKM factor

c.c 3.5x107* A2\C A\ \?
(7.4 x107%) (1.4 x1073%) (2.7 x 107%)
c,t 3.0x 1073 APXO |1 — p —in) A%\ APNO1 — p —in)
(7.3 x 107%) (1.5 x 1073 (8.8 x 107
tt 25 APXO|1 — p —in) AN AN — p—inl?
(7.2 x 1072 (1.5 x 107 (1.1x 1077

The matrix elements for the valence quarks in the meson bound state can be approxi-
mated by a leading-order vacuum insertion, with an empirical “bag” factor B, to account
for the neglected intermediate states. The meson transition to the vacuum can then be
expressed in terms of the meson decay constant f3; as 8f%,m3,/(3 X 2myy), including
symmetry (4), color (2/3), and normalization [1/(2m ;)] factors. Contributions from glu-
ons between any pairs of quark lines are included as a multiplicative factor n to the matrix
element; for B mesons this factor is 0.55 at next-to-leading order.

Given the mixing matrix element, we can calculate the mass and lifetime differences
between the physical states. Typically I';2 < M;2, so the mass difference is Am =~
2| M| and the width difference is AT ~ 2Re(M151'%,)/|Mi2|. Because of the empirical
bag and decay-constant factors, it is more theoretically precise to consider ratios of mass
differences for similar systems. For example, the ratio of Bg to BE mass differences is

ATns mBsf%SBBs ‘/ts |2 (13 24)

Amg  mp,fp,Bp, Via '
The decay constants can be measured in B-meson decays, so the mass-difference ratio
allows the extraction of the CKM ratio |% |2. The measured mass differences are Amg =
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0.507 4 0.004 ps—* and Amg = (17.719 £ 0.043) ps—!, and the combinations of decay-
constant and bag factors are fp,+/Bp, = (211 £ 12) MeV and fp,+/Bp. = (248 £ 15)
MeV. The CKM matrix elements and the ratio of matrix elements are thus

|Via| = (8.440.6) x 1072, (13.25)
[Vis| = (42.9 4 2.6) x 1073, (13.26)
|Via/Vis| = 0.211 4 0.001 4 0.006. (13.27)

13.4 CP violation in mixing

The phases of the CKM elements can be accessed in mixing measurements of CP
violation. The phases are usually presented as a triangle, corresponding to one of the off-
diagonal elements in the V'V = 1 matrix. The most commonly studied triangle, shown in
Fig. 13.1, corresponds to the element

VudVp + VeaVay, + ViaViy, = 0. (13.28)

The sides have lengths 1, |V,,qV.5/(VeaVe)| and [VigVii /(VeaV)|, with angles given
by

VeaVy,

— arg(—YeaVary (13.29)
B = arg( ViV )
ViaVi,

= —— 13.30

a=arg( VudVJb)7 ( )
VudViy

= ——1), 13.31

v = arg( VeVt ) (13.31)

In the Wolfenstein parametrization, the triangle has axes at (0,0), (1,0), and p. Kaon mixing
provides hyperbolic constraints in the p — 7 plane, and the B-meson mass differences give
circular constraints in this plane.
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Figure 13.1 Constraints on one of the CKM triangles from mixing and other measurements.



CHAPTER 14

NEUTRINO MASSES

Neutrino measurements are exceptionally challenging due to their absence of electromag-
netic charge and their very small masses. Demonstration of these non-zero masses has
only recently been achieved, through observation of oscillations between neutrino flavours.
Thus far only the differences in masses between eigenstates has been determined, not the
mass values themselves. Even the structural form of the mass terms in the Lagrangian is
not known.

14.1 Mass terms

In the SM Lagrangian the fermion terms take the form of
Liermion = LY Dyutpr + iy Dutbr — (i Wi p + yli i duip + h.c.) (14.1)

This structure naturally accommodates neutrino mass terms; however, it requires the ex-
istence of a right-handed neutrino with no weak coupling. Such a “sterile” neutrino, with
no SM gauge interactions, has not yet been observed. Its only interaction with other SM
particles would be through the Higgs Yukawa terms. Mixing between generations would
occur through the off-diagonal elements, with a mixing matrix connecting the neutrino
electroweak and mass eigenstates.

An alternative set of mass terms can be written by taking the neutrino states to be Ma-
jorana fermions rather than Dirac fermions. A Majorana fermion is its own antiparticle,
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1 = 1, so without introducing additional fields we can have neutrino fields

¥ = (Y +95)/V2, (14.2)

where ¢ = iv2y%%T. Crucially, )¢ has positive helicity (P1)¢ = 0), allowing a mass
term with only one spinor (¢ is thus defined as a combination of positive and negative
helicity components). The Majorana Lagrangian terms are:

1 - _ _
EMajorana = 5 (%M“D;M + 1/’7”17,:,1/) - mi/”ﬁ) . (143)

The mass terms combine t7, with 1§ to form a mass term connecting positive and negative
helicity states. This combination has SU(2)r, isospin 1, so it is not gauge invariant. To
achieve such a term without adding any new particles, two Higgs fields must be combined
with the 11 term:

EMajorana mass — % (1/1502@ CT (¢T02wL> ’ (144)

where M is a parameter of dimension mass, required since the fields have a total of five
mass dimensions. The term is not renormalizable, so the parameter M is the scale where
new physical particles would presumably regulate the high-scale behavior.

It is possible to produce a renormalizable Majorana mass term if one introduces a new
Higgs field with SU(2)y, isospin 1 (a triplet, rather than the SM doublet). As with the case
of Dirac mass terms, the cost of accommodating mass terms is to introduce a new field. We
see that, in general, the existence of non-zero neutrino masses requires the addition of new
fields, either directly in renormalizable mass terms, or indirectly in non-renormalizable
mass terms. The non-renormalizable term has the form v? /M, where v = 246 GeV is the
vacuum expectation value of the SM Higgs field. The largest neutrino mass difference is
0.05 eV; taking this as the neutrino mass scale, the new-physics scale M is 0(1015) GeV,
close to the expected scale of unification of the electroweak and strong forces.

14.2 Left-right symmetric model

A specific realization of neutrino masses including only renormalizable Dirac and Ma-
jorana mass terms can be constructed using a “left-right symmetric model,” where parity
is restored at some high scale through the presence of an SU(2)r gauge symmetry. The
Higgs fields are broadened to include an SU(2)r doublet and Higgs SU(2) triplets:

0
1 [k O . 1
<¢ij>:\/§<0 H,>, <AL,R>:% 0 |, (14.5)

VLR

where k corresponds to the vacuum expectation value of the SM Higgs field. The scalar
Lagrangian is expanded to include kinetic terms for the Higgs triplets:

Li = (Du¢) (D*) + (DuAL) (D*AL) + (DuAR) (D" Ag), (14.6)
where the covariant derivatives are
T . .= R
D,y = 0.0+ 59(71 -Wur¢d — ¢Tr - Wyr),
D,Arr = (0, —iglLp- W,uL,R —ig'tsr, RBu)AL R, (14.7)
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with ¢ corresponding to the triplet representation matrices. Expanding the scalar fields
about the vacuum leads to gauge boson mass terms:

W
L = (W W) Mw ( L) +
Wr
1 Wg
5 (W8 Wi B) My, | W (14.8)
B
with mass matrices
1 K2+ K2 + 202 —2KK'
My = —a2 L 14.9
e < —2%k! K2 4 K2 + 20% (149
and
%2(522—# K2 + 4v?) 2—%(%32 + K'?) gg'v?
Mz, = — 4 (k% 4+ K?) (K 4 K2 + 4f) g9'v% . (14.10)
2
99'v} 99'v%, G- (vh +v7)

Since vector bosons coupling exclusively to right-handed fermions have not been observed,
the expected hierarchy of vacuum expectation values is vy, k' < k < vg.

The fermion mass terms are produced through the Yukawa couplings of the extended
Higgs sector:

Ly = fijbridvr; + flbLidvr; +ihij (0§ ma Apbr; + 05 me Arthrs) + he. (14.11)

Substituting the vacuum expectation values for the Higgs fields in the Yukawa Lagrangian,
we get the neutrino mass terms

_ 2hi; L (fur + flK' ;
Lo, :(17,» Ni) X Vi valfar Jar)) (v (14.12)
’ ﬁ(fii/f‘F i) V2hiivg N;

To find the mass eigenvalues, we use the equation det(A] — M) = 0 to obtain

1
)\2 — \/ihii(’UL + UR))\ + Qh?iULUR — i(fii/*i =+ l{iH/)Q =0. (14.13)
The solutions to this quadratic give the eigenvalues of the mass matrix:
1
A = i{ﬁhm(UL + ’UR) +
1
\/thzi(UL +vr)? — 42k vrvR — i(fiil‘i + fir')?1}

1
= NG [hm‘(vL +og) + \/hfi(vL — )2+ (fiik + flK)? (14.14)

Using the approximation v >> v, the neutrino masses are my ~ V2h;;vp and m,, ~

. r N2
V2 [hivr, — %] Taking vy, =~ 0, the left-handed neutrino masses are of order
fiir/(4hi;vg). The f;;k term is the normal Dirac term of the Higgs mechanism; assuming
this is of the order of the charged lepton masses, we see that the neutrino masses are

suppressed by vi;', giving v ~ 10'° GeV for a neutrino mass of ~ 0.1 eV.
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